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Background & Motivation

Training Challenges in SNNs training
Ø Backpropagation through Time (BPTT)
Ø Complexity: SNNs require complex temporal-spatial 

computation graphs.
Ø Resource Intensive: High computational and memory 

demands limit scalability and practical application in 
large and deep networks.

Innovation: Rate-based Backpropagation
Ø Leverage the effectiveness and dominance of rate 

coding. 
Ø Targeted training only based rate could offer a high 

cost-effectiveness ratio.
Ø Method: Decouples BPTT by approximating rate 

coding, simplifying computations into a single spatial 
backpropagation.

Rate Coding in spike representation
Ø Information encoding based on the frequency of 

neuronal spikes.
Ø Predominant form of data representation in SNNs.
Ø Rate Coding in BPTT: SNNs trained with BPTT on 

static benchmarks typically utilize rate coding, 
showing similarities with ANNs.
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Comparison of Training methods

Ø Full gradient computations 
among the temporal and 
spatial dimensions.

Ø Reduces memory costs 
by ignoring inter-
temporal connections.

Ø Simplifies training by conducting 
backward computations once, based 
solely on spatial dimensions.
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Decoupling BPTT
Forward Pass of Spiking Neural Networks with the Standard Iterative LIF Neurons

Rate-based Representation Rate-coding Approximation

Straight-Through Estimator (STE)

Derivation of Rate-base Gradients

Handling temporal dependency

Rate-based Backpropagation

Error Back:

Weights Descent: Independent of the 
Temporal Dimension!!!
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Backwards with Local Eligibility Traces 
Local Iterative Eligibility Traces 

Eligibility Traces for Rate-based Representation 

Backwards with Local Eligibility Traces 
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Connecting Error Backward to BPTT

Equivalent Conditions

Bounded Approximation Errors
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Results 1: Comparable to BPTT
Similarity of Weight Gradients with BPTT Performance Comparison with BPTT on CIFAR-10/100

Result 1: Rate-based backpropagation is 
comparable to BPTT on common visual 
benchmarks, with both methods exhibiting 
largely consistent gradient descent directions.
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Results 2: SOTA on benchmarks
Results on ImageNet and  CIFAR10-DVS DatasetsResults on CIFAR-10 and CIFAR-100 Datasets

Result 2: The Rate-based backpropagation can surpasses 
results among all SNNs efficient training methodologies on 
CIFAR-10/100, ImageNet, and CIFAR10-DVS datasets.
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Results 3: Memory and time efficiency

Accuracies and Training costs via Timesteps
Comprehensive Evaluation of Training Costs

Result 3: The backward costs of the Rate-based 
Backpropagation are independent of the number of 
timesteps set, which reduces training overhead 
significantly both in terms of memory and time, . 
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Results 4: Rate-coding in statistics

Experiments on Spikes Temporal Shuffle

Firing Rates Statistics

Result 4: Results on spike statistics 
confirmed that rate-coding information 
is the predominant form of spike 
representation.



Take-home Message

Rate-based backpropagation,
A new SNNs training method that requires spatial backward only once:

- Demonstrates the pivotal role of rate-coding representation within current SNNs.

- Not alter the SNNs backbone, making backward costs independent of timestep T.

- Reduces memory and time costs while maintaining performance comparable to BPTT.

- Theoretical analysis and empirical validation confirm the optimization guarantees.

- Paves a way for more scalable and resource-efficient training of SNNs.
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