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for Graph Generation



AR vs Diffusion for Graph Generation
● Autoregressive approach  

○ Simple, efficient, and fast inference 
○ Permutation sensitive, sample inefficient 

● Diffusion method 
○ Permutation invariant, sample efficient 
○ Slow inference with ~1000 steps, requiring 

additional domain-specific features (DiGress) 



How to Get the Full Benefits of Both?
● ???

○ Simple, efficient, and fast inference 
○ Permutation invariant, sample efficient 

PARD



From AR to PARD 
● Why is AR permutation sensitive?

○ Finding unique node/edge ordering is impossible 
(graph canonization, NP-intermediate) 
Vikraman Arvind, Bireswar Das, and Johannes Köbler. The space 
complexity of k-tree isomorphism. Springer, 2007.

○ Non-unique, non-deterministic 

● However, graphs are not set, as nodes are not 
completely unordered. 
○ Nodes are not “fully equivalent” considering edges. 



Permutation-equivariant Partial Order
● No unique node order
● Unique partial order can be easily defined! 

○ Why partial: structurally-equivalent nodes MUST 
have the same rank/order.

● Structural partial ordering: sequence of blocks
○ Unique, deterministic, permutation-equivariant. 



The Structural Partial Order



Blockwise Autoregression
● Let block                                           and                          , 

can decompose the joint distribution of G with AR

○ Each block’s conditional distribution is easier to model
○ Permutation invariant under certain condition of 

block’s conditional distribution 



Modeling Block Conditional Distribution

Next block’s size

Nodes & edges added by next block 



Issue 
● Thm.: next block prediction cannot be solved 

directly with any equivariant GNN
○ due to structural equivalences: all dashed edges 

(middle) will receive SAME prediction



Solution: Annealing / Diffusion
To “increase energy”, add random noise to nodes edges 
(heat), then reduce noise (cool) to attain desired target



PARD



Important Techniques for Training PARD
● Efficient and expressive architecture

○ PPGN + transformer (reduce memory cost) 

● Parallel training of diffusion for ALL blocks
○ Similar as causal transformer 
○ Non-trivial (for PPGN). See paper for the detail.

 
● Simple discrete diffusion framework 

○ Zhao, Lingxiao, et al. "Improving and Unifying Discrete&Continuous-time 
Discrete Denoising Diffusion." arXiv preprint arXiv:2402.03701 (2024).



Experiments: SoTA



Ablation



Thank You
Code:  https://github.com/LingxiaoShawn/Pard
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https://github.com/LingxiaoShawn/Pard

