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Why Diffusion Models for Discrete Data
• Generating discrete data with parallel sampling
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Why Diffusion Models for Discrete Data
• AR models require imposing an ordering which may be unnatural for many data types
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Challenge
Diffusion yet to match AR performance on discrete data
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This work
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Gulrajani & Hashimoto (2024). Likelihood-based diffusion language models.

[Gulrajani & Hashimoto, 2024]
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Masked Diffusion Models

Masking schedule : The expected 

proportion of unmasked tokens at  

αt
t

Also known as absorbing diffusion, first proposed in Austin et al. (2021) 

Austin et al. (2021). Structured denoising diffusion models in discrete state-spaces. 
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MD4 Objective: Weighted Cross-Entropy Losses
Continuous-time Negative ELBO (T → ∞)

ℒ∞ = ∫
1

0

α′￼t

1 − αt
𝔼q(xt|x0)[δxt,m ⋅ x⊤

0 log μθ(xt, t)]dt

Neural Network

Logits

Weighted CE loss

Data

Randomly masking with prob. 1 − αt

t ∼ U[0,1]



Perplexity on GPT-2 Zero-Shot Eval



Pixel-level Image Modeling
CIFAR-10
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Sampling

• The masking schedule controls the the quantity of simultaneously predicted tokens. 

• The cosine schedule that gradually increases parallel predictions works best.



Concurrent Work



Thanks

skydiving is a fun sport, but it’s extremely 

risky. You can have so many injuries one time 

and then one next time. There are so many 

ways you can hurt, so, neuroconcussions, 

especially from Skydiving, are continuing to 

rise every year

Though antibacterial products are a poison, the 

skin needs a chemical solution that protects it 

from bacteria and spots that form within it —

that is why I always shampoo twice a day and 

shower three times a day.

Conditional text 
generation

ImageNet 64x64 
unconditional generation


