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Background:

Given an input image, open-vocabulary SGG (OVSGG) aims to detect all objects and their pairwise
relationships beyond pre-defined categories. This work focuses on the predicate classification task of

SGG (i.e., given the ground-truth object boxes and categories).
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Challenges:
» struggle to model the large

variance 1n visual relations.

» overlook the possibility
that some text classifiers
might be contrary to

specific contexts.
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What are the useful visual features

of the subject and object that can
distinguish the relation “riding”?

with legs
subject with hands

with four legs
object with a saddle

O equipment like a rain may be used
O subject holding onto the object
O motion would be involved

O -

Persona Identification
Participants: Experts specialized in biology €%

physics & , and engineering =, .

Task Setup

Q: Imagine there is a human that is riding, ask
yourselves to have a detailed discussion about the
comprehensive descriptions of the scene.

Multi-persona Collaboration

_ From a biological standpoint, we can infer that the sub-
€2 ject might be holding onto the object's back or using
o some form of harness for stability during the ride.
_

7 — ... the physics involved, there would likely be motion

** involved, with the subject and object moving together.

... engineering perspective, any mechanical interac-
< tions between the human and the object, like the reins.
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Table 1: Quantitative results (§4.2) on VG [14] base and novel.
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Method | Split R@207 R@501 R@1007 | mR@2017 mR@507 mR@100t
CLSpemean[4] 2.1 32 3.9 7.0 9.0 10.9
Epiciiccvas[3] | base - 22.6 22 - - -

Ours 18.71060 26510092 3161100 | 924014 124,012 14.8 . 1
CLSucMme211[4] 132 18.1 22 115 17.9 23.8
Epiciiccv23)[3] | novel - 14 9.7 - - -

Ours 184,053 254,048 2961042 | 1701042 2524095 3124109

Table 2: Quantitative results (§4.2) on VG [|4] semantic.

Method R@201 R@5071 R@1007 | mR@207 mR@507 mR@100t
CLSucme211[4] T2 10.9 3.2 94 14.0 17.6
CLSDENeurips23)[ 12] 7.0 10.6 12.9 8.5 13.6 16.9
RECODET[xk‘lll-lr>sm[ 12] 1.3 112 154 8.2 135 18.3
RECODE Neurips231[ 12] 9.7 14.9 19.3 162 16.4 229
RECODE* Neurips23)[ 12] 10.6 18.3 250 10.7 18.7 27.8
Ours || 21.54047 29341053 3491066 | 1681008 22.71 041 28410567
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<tire, hanging from, pole>

» Experiment

CLIP
riding 42.4%
hanging from 23.6%
mounted on 19.4%
flying in 14.6%
SDSGG
hanging from 55.4%
mounted on 18.4%
lying on 17.6%
attached to 8.6%

Figure 3: Visual results (§4.3) on VG [ 14].
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CLIP
standing on 56.2%
walking on 18.8%
attached to 14.1%
using 10.9%
SDSGG
holding 35.7%
playing 23.8%
carrying 22.2%
using 18.3%
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Our code will be available at
https://github.com/guikunchen/SDSGG

ACCEPT MY ENDLESS GRATITUDE


https://github.com/guikunchen/SDSGG

