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What is this paper about?

 A closed-loop AD system capable of reasoning about unseen scenarios and utilizing 

knowledge in a human cognition manner.

Introduction

What dose this paper features?

We proposed LeapAD that emulates the critical object attention mechanisms and the 

learning processes observed in human driving behavior.

Dual-process decision-making module inspired by human cognition theory, enabling 

fast and empirical Heuristic Process to inherit the capabilities of slow and rational 

Analytic Process in a self-supervised manner.

Memory bank and reflection mechanism, enabling the system to achieve continuous 

learning and generalization capabilities in a closed-loop setup.

 A closed-loop learning process involving continuous interaction and exploration, along 

with rational analysis.



Method

 Overall pipeline of the proposed LeapAD
Scene Understanding: Qwen-VL-7B

Analytic Process: GPT-4

Heuristic Process: Qwen-1.5-1.8B



Method

 Reflection mechanism

➢ When Heuristic Process encounters traffic accidents, the 

Analytic Process intervenes.

➢ Analyze historical frames to pinpoint errors and provide 

corrected samples. 

➢ The corrected samples are then integrated into the 

memory bank to facilitate continuous learning.



Experiments

  LeapAD demonstrated superior performance with a 

smaller data footprint on CARLA Short benchmark.

 Generalization and transferability of the experience in the 

memory bank.



Case Study

Corner case where a bicycle suddenly appears.In different dynamic environment.
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