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 Traditional multi-label recognition methods assumed that the training and test sets follow
Independent and identically distributions (i.1.d.), and the label correlations are consistent.

Training
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 Previous multi-label recognition methods may fall short when there exists contextual bias
In the training set.

Training
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 The causal label correlations are stable
 Pursuing causal correlations

« Suppressing spurious correlations
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« Causal intervention theory can remove the effects of confounders.

 After applying causal intervention, causal correlations will be preserved, spurious
correlations will be removed.

Causal Intervention
——
(b)

©

Causal Intervention
—

(a)
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e Statement:

> 1T P(Y | do(X)) > P(Y), then a causal correlation exists from X to Y Iin a
probability-raising sense, where X and Y represent two labels.

« Backdoor adjustment (C denote the confounders):

P(Y|do(X)) =) P(Y|X,C =c)P(C =c)
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 Estimate the probability of each category:

i Fmerge([P(Y;]do(X1), ..., P(Y;|do(XN)])

ycausal —

* Normalized weighted geometric mean approximation:
P(Yj|do(X;)) = Eclo(fy, (i, c))
~ 0(Eclfy, (2, c)))
= (3" fy, (xi,¢) - P(c))
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» Effective modeling by cross-attention:
Z.=X +c,
Joausat = fmerge([P(Yjldo(X1), ..., P(Y;]do(Xn)))

Ycausal

= Fmerge([0(D fy; (@1,0) - P(€)), ey o) fy, (N, ©) - P(€))])
~ (Y 1, (X,0) - P(0))
— J(Z fch(fcross_a,tten(yj? Z., ZC)) ' P(C))

Where X denote the label-specific features. We model the confounders by clustering spatial
features with K-means algorithm
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 Framework Overview

Ycausal

Decoupling Label-Specific Features Summarizing Causal Label Correlations

Person Dog Surfboard

ydecouple
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Common Setting

Method COCO-Stuff (mAP) Deepfashion (top-3 recall)
Exclusive Co-occur All | Exclusive Co-occur All
Q2L [19] 23.5 67.1 57.2 12.8 26.3 26.1
ADD-GCN [12] 20.6 64.8 55.2 8.2 22.6 23.5
ML-GCN [4] 18.6 67.1 55.1 10.3 23.77 24.0
SSGRL [28] 18.1 66.6 54.9 7.9 22.8 23.1
C-Tran [13] 22.4 65.1 55.4 114 24.6 24.8
CCD [17] 23.8 65.3 55.9 11.5 24.2 24.6
TDRG [38] 20.0 64.8 56.2 8.1 22.9 23.6
IDA [18] 25.2 64.9 57.0 11.3 25.1 25.4

CAM-Based [14] 26.4 64.9 — — — —

feature-split [14] 28.8 66.0 — 9.2 20.1 —
Baseline (R50) 21.9 65.5 55.0 115 24.1 24.1
Ours 29.7 69.6 60.6 14.6 27.4 28.8
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Cross-dataset Setting

Method MS-COCO — NUS-WIDE |INUS-WIDE — MS-COCO
ADD-GCN [12] 81.8 77.2
ML-GCN [4] 81.4 77.2
SSGRL [28] 80.2 76.1
C-Tran [13] 80.9 76.9
CCD [17] 81.9 78.3
Q2L [19] 82.1 78.6
IDA [18] 82.3 78.9
CAM-Based [14] 81.0 77.8
feature-split [[14] 81.9 78.3
Baseline (R101) 81.1 77.1
Ours 83.2 80.2
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Ablation Studies

Table 4: The impacts of clustering center num-

Table 3: The impacts of different modules. ber.
Decouple Causal | Exclusive Co-occur All Number | Exclusive Co-occur All
21.9 65.5 55.0 20 26.9 68.9 59.6
vV 22.1 67.0 56.8 40 26.8 69.3 60.1
vV Vv 29.7 69.6 60.6 60 29.3 69.8 60.2
80 29.7 69.6 60.6
100 29.5 69.4 60.5

Table 6: The impact of different modeling

Table 5: The impact of backbones for clustering. approaches for confounders.
Confounder Backbone | Exclusive Co-occur All Method | Exclusive Co-occur All
ResNet-50 29.7 69.6 60.6 Random 22.1 66.3 56.1
ResNet-101 29.6 699 60.5 Early 27.8 69.1 60.1
BEIT3-Large 29.4 69.7  60.5 Label 28.0 69.3 60.3
K-means| 29.7 69.6 60.6
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Thank You for Your Attention!
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