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Challenge In Hallucination Evaluation of LVLMs

● Definition of Object Hallucination:

Occurs when Large Vision-Language Models (LVLMs) 

describe objects that are not present in the visual content.

● Key Challenge:

Variability in Instructions: Different instructions lead to varying 

hallucination degrees, making consistent evaluation difficult.

● Current Methods:

Average-Based Frameworks: They average hallucination 

rates across different instructions to mitigate inconsistencies.



Limitation of The Average-based Framework

The average-based framework's evaluation is affected by description length 

and fails to provide consistent results when lengths differ significantly.



Key Observations

● The degree of object hallucinations is primarily influenced by the length of image descriptions, 

with instructions only indirectly affecting hallucinations through their effect on image description 

lengths. The longer the image description, the higher the object hallucination degree, and there 

is a clear linear relation between them.

● Different models produce outputs of significantly varying lengths under the same instruction, 

making it difficult for averaging to eliminate the impact of length.



Length-Hallucination Curve based Evaluation Framework (LeHaCE )

● LeHaCE performs a linear fit of a length-hallucination curve to evaluate hallucinations at any given 

description length to reduce inconsistencies.

● LeHaCE ensures fair evaluation by evaluating different LVLMs at the same description length.

● LeHaCE introduces the "curve slope" metric to measure how description length influences 

hallucination rates.



Experimental Results

● The performance of different LVLMs varies at different output lengths, and LeHaCE is able to capture 

this variation.

● LeHaCE can evaluate the extent to which the object hallucination degree is influenced by the ioutput 

lengths.



Experimental Results

● LeHaCE demonstrates superior stability compared to the average-based framework



Experimental Results

● Linear fitting performs better than quadratic fitting and cubic fitting.



Conclusion

● Systematic study linking description length to hallucination degree.

● LeHaCE framework provides a Stable, Fair, and Comprehensive Evaluation of Object 

Hallucination in Large Vision-Language Models
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