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Problem definition

Previous methods: always assume 
the input modalities are complete

Ours: assume the input modalities 
may be missing during either 
training or inference



Recap

A previous method (MMP[1]) 
proposes to use prompt learning to 
handle missing-modality cases. Only 
the parameters of the prompts are 
updated, and the backbone is fixed.

[1] Lee Y L, Tsai Y H, Chiu W C, et al. Multimodal prompting with missing modalities for visual recognition[C]    
//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023: 14943-14952.

However, it fails to consider the 
relationships  between different 
prompts, and the correlations between 
prompts and inputs are ignored.



Framework overview

We propose
(1) correlated prompts, 

which capture relations 
between different layers; 
(2) dynamic prompts, 
which dynamically 
compute the prompts 
based on inputs; 
(3) modal-common 
prompts, which store the 
shared information
across different modalities.



Correlated prompts

It generates the prompts of the next 
layer based on the prompts of both 
modalities in the current layer to 
enable cooperation of  prompts from 
both modalities.



Dynamic prompts

It dynamically computes the prompts 
based on different input features to 
better  guide the behavior of the 
model, avoiding using fixed prompts 
for different inputs.



Modal-common prompts

It stores the shared  information 
across different modalities and 
facilitate the model to encode modal-
specific information to better handle 
the missing scenarios in each 
modality.



Effectiveness

(1) baseline, which directly drops the features when a modality is missing; (2) Ours (A), which only equips the 
correlated prompts; (3) Ours (B), which equips both the correlated prompts and the dynamic prompts. The 
experiments are conducted on the val set of MM-IMDb dataset across different missing rates (0–100%) upon three 
different missing-modality scenarios (missing-both, missing-image and missing-text).



Robustness

(a) All models are trained on missing-both cases, and evaluated on missing-both cases with different missing rates. 
(b) Models are trained on missing-both or missing-image cases, and evaluated on missing-image cases with different missing 

rates. 
(c) Models are trained on missing-both or missing-text cases, and evaluated on missing-text cases with different missing rates.



Comparison with other methods
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