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Conditional Diffusion for T2I Generation

• The Process of Diffusion Model 

• Condition Diffusion Model for Text-to-Image Generation

Cross-
Attention

Text Encoder 
e.g., CLIP

How does T2I generation 
diffusion model works in 
practice?



Quickly Appeared Shape

• Cross-Attention is Weighted Sum over Tokens

• The Shape is Quickly Recovered

!(#$):  Pixel &: Textual Prompt (Embedding)

Cross-Attention Map: Image-
Token Correlation

The shape of image has been 
decided in the first few diffusion 
steps.



A Frequency Explain 

• Noisy data and its Frequency

• Energy of High-Freq v.s. Low-Freq

noisy datafrequency

white noise has more 
energy on high-freq.

natural noise has more 
energy on low-freq.

80% spectrum are high-freq

high-freq -> shape low-freq -> details

Low-Freq part of Image



Why First Shape then Details

• The high-freq part is quickly destroyed and will not be recovered 
until the end of reverse diffusion process. (vice-versa for low-freq)

Focusing Shape and Details at beginning 
and end of diffusion, respectively.



Text Prompts Related to the Phenomenon

• Three Classes of Tokens
Prompt: [SOS] a white vase [EOS]   à [SOS] + Sem + [EOS] 

• Auto-regressive encoder makes [SOS] contains no information

Weights on tokens, [SOS] adjust 
weights on cross-attention map.



[EOS] Decides Generation

• Generation Under Switched [EOS] Observation I: [EOS] decides the 
overall T2I generation

Observation II: Slighter 
information in SEM is conveyed.

Pay More Attention on [EOS]



When Does [EOS] Works 

• The [EOS] works on the first shape reconstruction stage. 

The effect of [EOS] is not disappeared until 
the removing it at the beginning of 
denoising process. 



Text Information is Quickly Conveyed

• Noise Prediction

• Text Prompt Working on the Shape Reconstruction Stage

Textual prompt is useless adding it at the 
beginning of diffusion process 



Conclusions

• The T2I Generation “First Overall Shape then Details”.
• The [EOS] Has More Impact.
• The Mainly Text Prompt Works in the First Stage. 



Application 

• Accelerating Sampling with Removing Text Information



Results 



Thanks!


