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Background

Challenges
• Images are unlabeled
• The semantic categories across image databases are uncertain



Problem Formulation

• Domains A and B are distinct but semantically relevant, and their 
label space may be different.

• Retrieval process



UEM



Intra-Domain Semantic-Enhanced Learning  

• Challenges of applying instance discrimination (ID) to learn categorical 
semantics in universal unsupervised cross-domain retrieval
• Distinct label spaces make ID learn distinct categorical structure

Theorem 1 (Geometry Distinctness): Suppose data distributions of two domains (A and B) have mutually 
disjoint supports, and they are uniform over these supports. Assuming the support sets of domains A and 
B are not identical, the optimal feature extractors that minimize the instance discrimination loss of 
different domains present distinct geometric feature spaces.



Intra-Domain Semantic-Enhanced Learning

• Our solution: pre-set a unified prototypical structure across domains



Cross-Domain Semantic-Matched Learning

• Semantic-Preserving Domain Alignment



Cross-Domain Semantic-Matched Learning

• Switchable Nearest Neighboring Match



Experiments
Closed-set Cross-domain Retrieval 



Experiments
Partial Cross-domain Retrieval on Office-Home 

Open-set Cross-domain Retrieval on DomainNet Ablation Study


