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Existing Methods - Generative
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Existing Methods – Prompt Learning
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Challenge

• A single latent space fails to capture complex and fine-grained patterns for GZSL (a).

• Finetuning CLIP leads to the weak generalization / domain bias problem on unseen classes (b-d).
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Dual-Space Alignment

• Enhance the single latent space with a representative attribute space, which is constructed from a well-
devised attribute reservoir. Each dimension of the space corresponds to an attribute concept.

• The reservoir is designed to contain both static and learnable vocabulary tokens.
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Topology-Preserving Objective

• Maintain the semantic topology structure of the combined seen and unseen classes by referring to the 
original VLMs embeddings.

𝐳𝑖

𝐳𝑗

𝜽

𝐠𝑙
𝑖

𝐠𝑙
𝑗

𝜽′𝑑 𝑑
finetune

Attribute space

𝐳𝑖

𝜽

𝐳𝑗

𝜽𝑑

𝐠𝑙
𝑖

𝐠𝑙
𝑗

𝑑′
finetune

CLIP embedding space Attribute space

CLIP embedding space

keep absolute 

distance

keep angle

more flexible

a shift of class topology 

after finetuning



TPR

9

Baselines

• Generative methods: CE, LSA, ZLAP

• Prompt learning methods: CoOp, CoCoOp, MaPLe, PromptSRC, ProGrad

• CLIP
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Correlation matrix between attributes

• high correlations between static attribute vocabulary

• low correlations between learnable attribute tokens 

• complementary to each other
static learnable
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Conclusion

• The attribute space and latent space are complementary to each other

• The latent space provides a general representation and the attribute space offers a more structured and 
interpretable representation

• The static vocabulary and learnable tokens are complementary to each other

• The static vocabulary learns prior knowledge and learnable tokens captures task-specific information

• Topology-preserving objective effectively keep the generalization capability of VLMs

• TPR achieves SOTA performances on both seen and unseen classes across multiple benchmarks
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Thank you for your attention!


