
Enhancing Communication Efficiency and 

Robustness in Split-Federated Learning 

with Rate-Distortion inspired Compression

• SplitFed learning [1] → Federated Learning + Split Learning

• Communication challenges → High latency, bandwidth constraints, 

Synchronization overhead

• SplitFedZip → Employs rate-distortion inspired compression

• SplitFedZip → Preserves performance, reduced data transfer, 

enhanced communication efficiency & robustness

SplitFedZip methodology 
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Table 2: MJI and DT: AE in [4]. Table 3: MJI and DT: SplitFedZip’s AE.

Introduction

Each client’s loss function:

Loss function during FG:

Loss function during F:

Loss function during no compression:

• Factorized Prior (AE) [2] and Cheng_2020 [3] codecs 

• FG - Both features and gradients compression, F - Features 

compression

• First rate-distortion inspired compression approach for SplitFed

• Medical image segmentation on blastocysts and skin lesions

Contributions

Figure 1: SplitFedZip network.

Figure 2: R-A curve for the HAM10K dataset. Figure 3: R-A curve for the Blastocyst dataset.

Table 1: BD-MJI and BD-BPP values.
• Compared to AE in [4] → SplitFedZip offers better compression accuracy

M1 (pretrained AE used as non-trainable layers in the split network) → Two-stage training 

M2 (AE trained for a few global epochs, then frozen) → Two-phase training

Bjøntegaard Delta (BD) analysis

BPP =

Total bits in the compressed 

bitstream at S1 or S2 / input 

image resolution 

CR = 

(Original feature size at S1 or 

S2) / (BPP-T * input image 

resolution)

Figure 4: BPP analysis during SplitFed training for the blastocyst dataset..
Figure 5: CR vs. λ for the HAM10K dataset.
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