
Finding Real Uncertainties 
From Lensing Simulations
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The Challenge of Uncertainties: Simulation-Trained NNs
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If I train on this…
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If I train on this… Can I predict on this?
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An Example: From Simulations to Reality

If I train on this… Can I predict on this? How about this?
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To Get Around This, We Use Domain Adaptation

(Simulated Data 
w/ Labels)

(Real Data, 
NO Labels)

Before Domain 
Adaptation

After Domain 
Adaptation

This process is Unsupervised! 



Maximum Mean Discrepancy (MMD)

Source Latent 
Embedding

Target Latent 
Embedding

MMD tests how 
aligned the two 

datasets are
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Unsupervised: MMD can be calculated without any labels! 



How About Predicting Uncertainties?

Negative Log-LikelihoodRe-Weighting
w/ 𝛽

𝛽

ℒ 𝜷NLL

0 1

Mean-squared 
error

Negative 
Log-Likelihood

𝛽 varies the loss to 
weight accuracy 
vs. calibration.

(Seitzer et. al 2022)



The Domain-Adapted UQ Model

100K Unlabeled Target Images

100K Labeled Source Images (w/ 𝜃𝐸 labels)
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Latent Embeddings

𝜃𝐸 , ො𝜎𝜃𝐸

Regression Outputs

ℒ 𝜷NLL

𝜃𝐸
Source Labels

Fully Connected 

Layers

ℒ 𝑴𝑴𝑫

Note: No 
labels of the 

target dataset 
required!

Total Loss = ℒ 𝜷NLL+ 𝒘ℒ 𝑴𝑴𝑫



Model Results



Alignment of Latent Embeddings w/ Domain Adaptation

No Adaptation w/ Adaptation



MVE-only Model Inconsistent

MVE-Only on SOURCE Dataset MVE-Only on TARGET Dataset



MVE-UDA Model Consistent

MVE-UDA on SOURCE Dataset MVE-UDA on TARGET Dataset



Comparing Performance on Target Datasets

MVE-Only on TARGET Dataset MVE-UDA on TARGET Dataset



All Mean and Variance 
Predictions

MVE-only, 
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Target
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Uncertainties
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Target



MVE-only, 
Source

MVE-only, 
Target

MVE-UDA, 
Source

MVE-UDA, 
Target

MVE-UDA allows well-
calibrated uncertainty on 

domain-shifted data.



Conclusions
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•

•



EXTRA SLIDES
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