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Introduction

• Video Large Language Models (Video-LLMs) have shown great 
capabilities in video temporal understanding.

• However, such capabilities have not been thoroughly verified to be 
robust and trustable yet. Specifically, is their performance truly 
grounded in video temporal comprehension?

• In this study, we explore the consistency of Video-LLMs - a critical 
indicator for robust and trustworthy video temporal comprehension.

Evaluation

Experiment Results
• Consistent Temporal Grounding

• Self-answer Verification and Compositional Understanding

• The results of fine-tuned Video-LLMs

Qualitative Results

• In this study, we investigate whether the 
temporal predictions of existing Video-LLMs 
are truly based on video language 
comprehension.

• Our results reveal that most Video-LLMs 
exhibit inconsistent answers and fine-tuning 
with target datasets does not improve 
consistency.

• Extended version with more comprehensive 
analyses and our solution for improvements:

• Visualization of qualitative examples with four Video-LLMs.The red text represents using the misaligned 
sentence in the question and the Video-LLMs’ inconsistent answer. These inconsistencies highlight 
significant gaps in the model's ability to provide reliable predictions.
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