
Evaluating Tabular Data Retrieval in LLM-powered Data Pipelines 

e2e data pipelines rely on table 
retrieval! 
● Retrieval is also critical in end-to-end data QA 

and analysis pipelines.
● LLMs improve reasoning through external  

corpora: text, images, KBs (RAG).
● Tabular data contains fresh, structured, domain 

data.
● RAG over structured data requires further 

exploration & benchmarking!
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Why table retrieval?

Research questions
❓ What is the effectiveness of table retrievers, and paradigms, across data 
analysis                            and QA tasks? 
❓ What is the relation between retrieval and generation in end-to-end pipelines?
❓ How does table retrieval compare to alternatives, e.g. leveraging LLM memory 
and long-context LLMs?

Challenges
● Different methods vary significantly in how structured data is preprocessed and 

embedded!
● Differences in. assumptions made about the input data, queries, tasks,, etc.

Why TARGET?

TARGET Benchmark Overview
Diverse coverage
● tasks & datasets across 

domains
● various paradigms  baseline 

retrievers (ie OpenAI, 
LlamaIndex, OTTQA)

Results

Results of baselines for retrieval and downstream tasks. R@10 = 
recall@top 10 retrieved tables, retrieval time s in seconds, SB = 
Sacrebleu, EX = SQL execution accuracy.

Insights 👀
● BM25 / TF-IDF not robust for tabular 

data,!
● Good perf with out-of--box OpenAI 

embeddings.
● Adding / generating descriptive titles 

improves retrieval accuracy.
● Table summary not effective if several 

tables contain similar content. 
● Grounding LLM responses in factual 

data remains crucial for accuracy!
● Metadata is important, but adding 

“data rows” can distract embeddings.

pip install target-benchmark

Extensibility
● standardized corpus 

formatting, HF 
datasets

● possible extension of 
new tasks & 
generators 

Adaptability
● adapts to wide range of 

table retrievers
● straightforward user 

interface
● plug in and run your evals!

Need for evaluating Table Retrieval 📊
● Current benchmarks evaluate generation 

only (ie, fact verification, table QA, 
text-to-SQL), assuming tables are identified.

● Capabilities of methods for retrieving the 
correct table(s) affects downstream task 
generation quality, and is unstudied.

What’s next?
Extensions: impact of corpus/context scale, in-database table retrieval.
Retrievers: assessing relevant metadata, hierarchical retrieval pipelines.

target-benchmark.github.io


