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q Optimal Transport Dataset Distance [2] Aligns with ImageNet-1K Accuracy Drop During Fine-Tuning

q ImageNet-RIB (Robustness Improvement Benchmark)
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3. Evaluate on other OOD datasets
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4. Repeat 1-3
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Acc(       )
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§ Metrics
§ Robustness Improvement (RI):
Average Accuracy Difference between fine-tuned
model and pre-trained model on OOD datasets

§ Accuracy on Downstream Dataset and
OOD datasets
§ Severe robustness degradation is not due to

overfitting

§ Accuracy on each OOD dataset after
fine-tuning on Ddown

§ OTDD on Feature Space from IN-1K + AugReg Pre-Trained ViT-B/16§ IN-1K Accuracy after Fine-Tuning on Each Downstream Dataset

§ It matches with design
principle of each datasets

Models Pre-Trained on Richer and
Larger Datasets Are Worse on
OOD Datasets after Fine-Tuning

E. Munch. 'The scream.’ Wellcome Library

§ Continual Learning with Post-Hoc Robust Fine-Tuning Method [1] Perform Best




