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Table 1: Link prediction results: Hits@1/3/10 (%). The best results among each metric are highlighted in bold and the 
second bests are underlined. Notably, the TLR denotes only using the retrieval phase in GenTKG

Temporal Knowledge Graph (tKG): 

tKG Forecasting: answer test queries:  


  given the history facts before t.


Can pre-trained LLMs understand structured temporal relational 
data and replace them as the foundation model for temporal 
relational forecasting?


Challenges:

• Modality challenge between data structures


• TKG: complex temporal multi-relational graph data

• LLMs: only process sequential natural language expressions


• Computation challenge

• Hundreds of thousands of quadruples

• Enormous costs of fine-tuning LLMs


Solutions: a novel retrieval-augmented generation framework, 
GenTKG: Generative Forecasting on Temporal Knowledge Graph

• Temporal Logical Rule-based Retrieval (TLR) strategy for history facts


• Enable LLM to comprehend temporal relational data

• Few-shot Parameter-efficient Instruction Tuning (FIT)


• As few as 0.0027% training data (16 samples) with drastically low 
computation

(𝑒𝑠, 𝑟,  𝑒𝑜,  𝑡)
(𝑒𝑠, 𝑟,  ?,  𝑡)

• Opening a frontier of generative forecasting on tKG. 

• The first work that introduces instruction-tuned generative LLM to the 

tKG domain. 

• A novel retrieval augmented generation Paradigm for tKG forecasting

• Regardless of the backbone LLM


• Exceeding performance over conventional methods.

• Extensive comparation to embedding-based methods, rule-based 

method and In-context Learning method with LLM.


• Task reformulation from data learning to task alignment.

• Data-centric learning to task-centric LLM alignment.

• Aligns LLMs to generative forecasting task on tKG.


• Generalizability both in-domain and cross-domain without retraining

• Cross-domain generalizability: one-time training on a single dataset 

with exceeding performance on multiple datasets without retraining.

• In-domain generalizability: training on various partitions of training data 

of the same dataset with exceeding performance on evaluation.


• Drastically low computation costs with exceeding performance. 

• (0.0027%)16-shot tuning, comparable results to conventional methods

• (0.27%)1024-shots tuning, outperforming existing methods.

Figure 1. Cross-Domain Inductive Setting.

(a) Single dataset evaluation. All models including GenTKG are trained and evaluated on the GDELT dataset, except that 
the inductive setting of GenTKG is trained on ICEWS14 and evaluated on GDELT.  

(b) Cross-checking. We cross-check the trained LLaMA2 in GenTKG on different training datasets and evaluation datasets. 

The performance drop compared to the original training setting takes up only small percentages.  Even higher performance 
than ICL can be observed.

Figure 3. In-domain generalizability. GenTKG generalizes to different training partitions 
within the same datasets and exceeds conventional methods on all different partitions 
of training data on ICEWS14.

Figure 2. (a) Both TLR and FIT phase in GenTKG framework contributes significantly (b) Increasing few-shot training 
parameter K improves performance.
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(a) Ablation studies.
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(b)  Few-shot tuning.
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