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Anatomy of a Knowledge Graph
• Nodes = entities

• Edge type = type of relation
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Wikipedia’s 

knowledge graph

has multiple domains

Philosophy

Sports

Health



Transferability over Multiple Domains?
• Can we transfer the relational patterns we learn in  

Sports to zero-shot predict relations in Organizations?
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Unseen entities and relation types



New Benchmark: WikiTopics
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• A benchmark for  
pre-training, zero-shot transferability 

• Sampled from WikiData-5M1


• Domains have different entities and 
non-overlapping relation types

[1] Wang, Xiaozhi, et al. "KEPLER: A unified model for knowledge 
embedding and pre-trained language representation." Transactions of 
the Association for Computational Linguistics 9 (2021): 176-194.



Theory: A new notion of Symmetry in Knowledge Graphs
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Test: OrganizationsTrain: Sports

 For any KG  

   1. , and

    2.    

                   

 we say  are symmetric

A
A ≠ A′￼

∃πe ∈ 𝕊n, ∃πr ∈ 𝕊m,
A′￼ = πe ∘ πr ∘ A

A ≡ A′￼

Key result: Double equivariant neural networks can provably 

and sufficiently perform zero-shot domain transfer

entity permutations
relation permutations



ISDEA+: Transferability through double equivariance (2)
• Pre-train up to 4x domains, zero-shot test on new domain (no overlapping 

relations) to predict tail node (i,r,?)
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ISDEA+: Transferability through double equivariance (1)
• Pre-train up to 4x domains, zero-shot test on new domain (no overlapping 

relations) to predict relation (i,?,j)
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Summary and Q&A

• First theoretical definition of the task of Doubly Inductive Link Prediction (zero-shot 
domain transfer) in Knowledge Graphs


• Propose the theoretical concept of double equivariant models, sufficient to solve the 
task


• Develop a double equivariant model implementation, ISDEA+ (details in poster)


• Introduce a novel zero-shot multi-domain KG benchmark: WikiTopics

Thank you! Scan for paper Scan for code 
& benchmarks


