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In this paper, we present a novel keypoint-based classification model designed for the recognition Output [128, 8162]
of British Sign Language (BSL) words within continuous signing sequences. Our model’s T
performance is assessed using the BOBSL dataset, revealing that the keypoint-based approach ( Generator/lClassifier J
surpasses its RGB-based counterpart in computational efficiency and memory usage. Furthermore, X
it offers expedited training times and demands fewer computational resources. To the best of our 6 Encoder Layers T
knowledge, this is the inaugural application of a keypoint-based model for BSL word classification, used
rendering direct comparisons with existing works unavailable.
Dataset
1. BOBSL dataset has been used which contains a total of 1,467 hours of BBC episodes and 8162 Shift augmentation is exemplified on two distinct frames, including the original keypoint representation { Add & Normalise ]
: : : _ ‘L : prior to augmentation. For visualization clarity, the shift is depicted as 15 coordinates on both the x and |
218N WOI.’dS, hence making it a 8162-class classnclcajuon prOblem' _ y-axis. However, within the code, shifts range between -2 and 2. It's pertinent to note that while RGB :
2. Each episode are 30 to 60 minutes long, and the videos in the dataset have a resolution of 444 images are overlaid for visualization, they are not utilized in model training. |
x 444 pixels and a frame rate of 25 fps.
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1. We retrieved keypoints using the Mediapipe library, specifically designed for human pose § e
estimation. It has capability to extract keypoints in real time, even without the need for GPUs. kT e [T T
2. We extracted 33 pose keypoints, 21 keypoints for left and right fingers each, and 468 face L a ™
keypoints. Add & Normalise
3. Extracted 543 keypoints from over 132 Millions frames in total i.e from 1,467 hours of videos. . LT,
: Y
Horizontally Flipped augmentation example on two different frames, it also shows the original
Model Architecture and Hyper_parameters keypoint representation before the augmentation. 8 Attention h%ds
used
1. We used keypoint vectors as a direct input to the Transformer model. [ Self Attention }
2. Our Transformer model is consists of 6 encoder layers, each equipped with 8 attention heads.
3. Our model uses 512- dimensional embeddings. To train our network, we utilize the Adam
optimizer with a learning rate set to 1le-4.
4. We used Batch size of 128, and the training process is halted when the validation loss does not Positional
improve for 3 consecutive epochs. Encoding
1. 203-k : Model F : Trai : ith A ion- and with Scale augmentation is illustrated using two distinct frames, with the original keypoint representation Where: Eor Erama Wi'ls':kire]nlljztei; B, S, (K*D)]
: -kKeypoints IVlodel Frame-wise or Irajectory-wise without Augmentation; and wit also displayed before augmentation. For visualization, the scale is depicted as 75 percent. However, in Bis.Batch Size: S'is e [128 12 (543*2’)] ’
Augmentation. the actual code, scaling varies between 90 to 110 percent. No. of Samples, K is ' Al
2. 543-keypoints Model Frame-wise or Trajectory-wise without Augmentation; and with 2’3;,?5,,’52,{,";‘,},’;‘;,2;?,8 For Trajectory-wise input is [B, K (S*D)]
Augmentation. l.e [128, 543, (162)]
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1. Accuracy: We got over 60% Top5% accuracy whereas RGB model got 75% but given the fact
that we are only using keypoints and no RGB frames, this is a commendable result. t?nly t:e keypoci’n; vetctqrs
2. Computational Comparison: Our model has 23.9 million parameters, compared to the 34.5 Ti:eRéé’}r‘;i?es?,;JZ'SZ‘f,;
million parameters for the RGB model, hence we surpasses its RGB-based counterpart in yerar f°r|"'3“a"sa"°”
computational efficiency and mMemory usage Rotated augmentation example on two different frames with the original keypoint representation before PHIRESE.ONY:
P Y Y &€ the augmentation. For visualization, it is rotated by 30 deg, however, in the code it varies by 5 deg.




