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Experiments

ABSTRACT
Can we combine LM capabilities with human insight to make PMs 
more interpretable and reliable?

Experiment2_ 

Experiment1_ 

Figure: Overoptimization experiment. Dashed line means proxy PM used for BoN selection, corresponding 
solid line means god PM

Table: Win rate over initial generation after BoN sampling based on each PM. Except CPM-GPT-3.5, 
we independently conduct 10 rounds of BoN(n=16) samplings and report the average win rate with 
standard error.

Experimental Setup

Results_ 

Table: Three largest CPM coefficients on HH-RLHF dataset.

Table: Examples of feature values of CPM. Each feature value can provide information about which 
aspects of the response are good or bad.

Compositional Preference Model (CPM)

Summary of our method.

Prompt template used in Experiments

You will be given a conversation between a human and an AI 
assistant.
Your job is to judge whether assistant's reply {attribute_desc}.
Score that on a scale from 1 to 10 where 1 means {attr_min} and 10
means {attr_max}. Here's the conversation:
Human:
{history}
Assistant:
{reply}
Answer by outputting a number from 1 to 10 (and nothing else).
Answer:


