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Imbalanced Node Classification

- Learning on graphs commonly struggles with 
class imbalance issues.
- Due to topological asymmetries[1,2,3] impact 
model performance, conventional methods have 
been proved ineffective.
- Thus, a more fundamental and theoretical 
perspective is urgently needed.

1. Topology-Imbalance Learning for Semi-Supervised Node Classification. NeurIPS 2021
2. GraphENS: Neighbor-Aware Ego Network Synthesis for Class-Imbalanced Node Classification. ICLR 2022
3. TAM: Topology-Aware Margin Loss for Class-Imbalanced Node Classification. ICML 2022



Graph Imbalance and Model Variance

As the ratio of imbalance increases, 
the minority class exhibits a smaller 
sample size 𝑛!, which consequently 
makes a greater contribution to the 
overall variance. 



Variance Regularization
Estimate the Expectation with Labeled Nodes: aswe lack access to other training sets. 
Therefore, we propose Lemma 1 to estimate the variance on training set with the variance 
on labeled data.
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Difficulties: Equation 3 required access to embedding pairs from the same class, which 
were difficult to obtain due to the lack of labels.



Variance Regularization
Estimate the Expectation with Unlabeled Nodes: To address this, we developed a two-step 
solution. The first step involved using graph augmentation to create pseudo embedding pairs
(ℎ!, ℎ"). 



Variance Regularization
Estimate the Expectation with Unlabeled Nodes: To address this, we developed a two-step 
solution. The first step involved using graph augmentation to create pseudo embedding pairs
(ℎ!, ℎ"). 

Difficulties: These pseudo node pairs was their lack of information about class label, preventing 
us from assigning the correct coefficients in Equation 3, which are vital for compensating 
minority classes.



Variance Regularization
The Second Step: To overcome this, in our second step, we introduced the use of class centers
, denoted as 𝐶# to replace ℎ in the equation. 



The Final Algorithm: Revar



Performance of Revar

In all cases, ReVar achieves a decisive 
advantage that underscores its 
efficacy in addressing the challenge 
of class imbalance in node 
classification.



Performance of Revar

We also conduct further analysis 
to verify the superiority of Revar.
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