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Background

Helmholtz equation
Wave / source

Navier–Stokes equations
Fluid / source, sink

sources: https://en.wikipedia.org/wiki/Helmholtz_equation
Tri-periodic fully three-dimensional analytic solutions for the Navier–Stokes equations. J. Fluid Mech., 2020

Infinite dimensional
Hilbert space 

3D Operator Learning

Mapping between functions
With discrete structure

Schrödinger equation
Electron density / atom

https://en.wikipedia.org/wiki/Helmholtz_equation


Background

sources: Tensor field networks: Rotation- and translation-equivariant neural networks for 3D point clouds, Arxiv, 18

• Rigid transformation (rotation and translation) of 
the input gives results that transform accordingly.

Equivariance

• Rotation of continuous functions:

• Equivariant operator:

Discrete case 
normal estimation



Previous Work
• Traditional quantum chemical calculations are either slow

(ab initio method) or inaccurate (KS-DFT).

• Voxel-based regression: Memory consuming
• Coefficient learning: Finite approximation error
• Interpolation network: Lack of long-range interaction
• Neural Operators: Hard to scale up

sources: DeepDFT: Neural Message Passing Network for Accurate Charge Density Prediction, NeurIPS, 2020
Harmony: EEG/MEG Linear Inverse Source Reconstruction in the Anatomical Basis of Spherical Harmonics, PLoS ONE, 2012 

Whole Heart Segmentation from CT images Using 3D U-Net architecture, IWSSIP, 2019
Fourier neural operator for parametric partial differential equations. ICLR, 2021



Our Proposed InfGCN

• A combination of coefficient learning nets and interpolation nets

• Equivariance guaranteed by design

• Graph spectral theoretical interpretation as graphon convolution

InfGCN layer

Residual Operator layer



InfGCN Layer

sources: Tensor field networks: Rotation- and translation-equivariant neural networks for 3D point clouds, Arxiv, 18

• Use tensor product to achieve equivariance (like in TFN)!

When interpreted as coefficients for 
Gaussian-type orbitals (GTOs):

TFN will give an SE(3)-equivariant 
continuous function.

Theorem. 



Residual Operator Layer
• An interpolation-style residual operator layer
• “Finetune” the finite approximation error 



Graph Spectral Theory
• Continuous MPNN: Infinitely-many, continuously-indexable nodes

Proposition:
• Basis coefficients are graphon spectra.
• Transformation on the coefficients is graphon convolution.

• Graphon (graph limit, graph function) slightly generalized

Symmetric, square-integrable 

sources: http://www.ams.org/notices/201501/rnoti-p46.pdf

http://www.ams.org/notices/201501/rnoti-p46.pdf


Graph Spectral Theory
Continuous Version

• Self-adjoint operator!

• Power series

• Graphon Convolution

Spectral Theorem for self-adjoint operators

Unitary operator
Multiplicative operator



Residual operator layer is important!

Results



Results
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