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Background

Social network Disease pathwayKnowledge graph Molecule

Images NetworkConvolution Graph Convolution
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Motivation

[1] Kipf, T. N.; and Welling, M. “Semi-supervised Classification with Graph Convolutional Networks.” ICLR 2017.

• Over-smoothing issue
• benefited very limited from the deep GCNs
• Simple models can gain equal or even better performance

Deep or Simple?
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Motivation

• Linear classifier limits the expressiveness of SGC
• Neighbor aggregation (feature propagation) is more crucial than the feature transformation
• A simple feature mapping is helpful and sufficient but should be expressive enough.

Towards a Better Simplified GCN

[2] Wu, Felix, et al. “Simplifying graph convolutional networks.” ICML 2019.

How to design a simplified model with simple yet expressive feature mapping?

�𝐘𝐘SGC = softmax(�𝐀𝐀𝐾𝐾𝐗𝐗𝐗𝐗)

�𝐘𝐘GCN = softmax(�𝐀𝐀𝐇𝐇(𝐾𝐾−1)𝐖𝐖(𝐾𝐾))
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Method

Graph Convolutional Kernel Machine (GCKM)
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Method

Graph Convolutional Kernel Machine (GCKM)

Implicit
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where                                 are sampled from 

Method

Graph Convolutional Kernel Machine (GCKM)

Explicit
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Method

Graph Convolutional Kernel Machine (GCKM)
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Method

Graph Convolutional Kernel Machine (GCKM)
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Method

Given a fixed λ, the graph convolution reduces the number of support vectors 𝒱𝒱 and has minor influence
on the training error ℒ𝑆𝑆 𝐜̂𝐜,𝐊𝐊(𝐿𝐿) , which eventually reduces the upper bound of test error. The fundamental
reason is that incorporating the graph structure significantly improved the quality of the kernel matrix 𝐊𝐊(𝐿𝐿),
in which the overall within-class similarity becomes much larger than the between-class similarity.
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Method
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Method
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Method

Semi-supervised Node Classification
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Experiment

Graph Classification
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Experiment

Decision Boundary
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Experiment

Node Clustering
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Experiment

Visualization of Adjacency Matrix & Runtime
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