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Introduction

@ Problem. Establish the convergence rates of maximum likelihood
estimation under the softmax gating Gaussian mixture of experts.

@ Goals. Understand the effects of softmax gating function on
Gaussian mixture of experts via the parameter estimation problem.
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Preliminaries

Setup. Suppose that (X1,Y71),..., (X, Y,) € R x R % g (V]X):

K *\T *
VIX) exp((81;) X + B5) 1% TX 4+ bf, 0
g (V1) = 3 o TS )

where
o k. is the true number of experts of the form (a})" X + b};
@ f(-|u,0) is a Gaussian density function with mean p and variance o;
o G, = ZZ 1 €xXP(B5;)0(5z, a2 b7 o7) IS @ true but unknown mixing
measure;
o True parameters (3%, 87, al,bf,07) €O CRx RIx R x R x Ry.
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Preliminaries

Setup. Suppose that (X1,Y1),...,(X,, Y,) € R? x R Hd 9a. (Y1X):

ky *\ T *
L(YX) = exp((81;) X + B5;)
ga. (Y]X) ; 25*:1 exp((ﬁfj)TX + ﬁSj)

(Y N(a})T X + b, 0f).

Assumptions:

@ The covariate X € X follows a continuous distribution, where X is a
bounded subset of R, while the parameter space © is compact;
o Expert parameters (aj, by, 07),...,(a; ,b; ,0F ) are pairwise distinct;

@ At least one among parameters 3]y, ..., 87}, is different from zero.
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Preliminaries

Maximum likelihood estimation (MLE). Since the true number of
experts k, is unknown in practice, we use MLE within a class of all mixing
measures with at most k atoms, where k > k.:

G, e argmax—Zlog 96(Yi| X2)), (2)
GeOp(e) M

where we define Oy (0) := {G = Zf;l exp(Boi)d(81,05,b0,00) - 1 S K <
k and (Boi, Bii, ai, bi, 0:) € O}

In the paper, we study the convergence rate of the MLE under the
following two settings:

o Exact-fitted settings: when k, is known, we set k = k,;

o Over-fitted settings: when k, becomes unknown, we set k& > k,.
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Density Estimation Rate

Proposition 1.

Under the Hellinger distance h(-,-), the density estimation gz (Y|X)
converges to the true density g, (Y'|X) at the following rate:

P(Ex[h(sg, (1X). 96.(1X))] > CVlogln)/n) S0, (3)

where ¢ and C are universal constants.

@ Under either the exact-fitted or over-fitted settings, the density
estimation rate is of order O(n~/2) (up to some logarithmic factor),
which is parametric on the sample size.
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Exact-fitted Settings

Voronoi cells. A Voronoi cell of G generated by generated by the true

component w} := (Bikj,a],b;‘, *) of G,, for 1 < j <k, is defined as

A= A(C) = {i € {12, k) + lwi — w ) < lwi — i, ¥ # 4,
(4)

where w; := (Bu,ai,bz’agi)-

Figure: Illustration of Voronoi cells. Blue triangles represent for the components
w;-‘ of G, (true components), while red rounds stand for the components w; of G
(fitted components).
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Exact-fitted Settings

Voronoi loss. Then, the loss function of interest is

k*
Di(G,Gy) = inf > [Z exp(Boi) | (At, Brij, Aagj, Abij, Aoyj) ||
V250 Liea,

+ | D expl(o) - exp(Bi + )| |, (5)

i€A;

where Atg/Blij = ,311' — ’Bikj — 1o, Aaij =a; — CL;, Abm = bZ — b}k and
Ao = 0; — O';f.
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Exact-fitted Settings

Given the exact-fitted settings, i.e., k = k., we find that
Ex[h(ga(1X), 96.(|X))] 2 D1(G, G.), (6)
for any G € &, () := O, (0©) \ Ok,-1(0). As a result, there exist
universal constants C1 > 0 and ¢; > 0 such that:
}P’(Dl(@n, G.) > C1+/log(n) /n) <pe (7)
Setting Loss Function | g¢ (Y|X) | exp(&5;) 81, 0% aj,of
Exact-fitted Dy On=2) | O(n=2) | O(n=Y2) | O(n=1/?)

Figure: Summary of the convergence rates of density estimation and parameter
estimation under the exact-fitted settings.
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Over-fitted Settings

Main Challenges. To establish the Hellinger lower bound, we use the
Taylor expansion to decompose the term g5 (Y[X) — gg, (Y]X) into a
combination of linearly independent elements.

However, there are two interactions among softmax gating and expert
parameters via the following partial differential equations (PDEs):
Pu__du. Du_, 0 @)
081 0b  0Oa b2 do

where u(Y|X; 81, a,b,0) := exp(B] X) - f(Y|a" X +b,0). The above
PDEs lead to a number of linearly dependent derivative terms.
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Over-fitted Settings

Voronoi loss. The loss function of interest is given by

DQ(G, G*) = inf { Z eXp(BOi)H(AtzBlij,AaijaAbijaAO'ij)”

e,
1€A;
+ > exp(Bor) (| (A Buig, Abiy) D + [ (A, Aoy |4D/2)
J:l A5 1>1,
iEAj

ko«
+ Z ‘ Z exp(,é’ol-) — eXP(BSj + tl)‘}- (9)

7j=1 iE.Aj

For any d > 1, we have #(2) = 4 and 7(3) = 6. We conjecture that
7(m) = 2m.
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Over-fitted Settings

Under the over-fitted settings, i.e. k > k., we obtain that

Ex[h(9a(-1X), 96.(|X))] Z D2(G, G),

for any G € Oy(0). Consequently, there exist universal constants Cy > 0

and ¢y > 0 such that

P(Dg(@n,G*) > (Y log(n)/n> Snoe.

(10)

(11)

v

Setting

Loss Function

96.(Y1X) | exp(55;)

B1;. b5 ay,o;

Over-fitted

Dy

O(n71/2) O(nfl/z)

O(n *1/27“(\«4]\)) O(n 71/7<|AJ‘))

Figure: Summary of the convergence rates of density estimation and parameter
estimation under the over-fitted settings.
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