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Goals

In this work, we aim to study the parameter estimation rate of the
Multivariate Deviated Model.

pa(x) = (1 = Aho(x) + Af(x|p, X),
where

(1)
> hy is a known density, f is a known family of densities.

> A€ (0,1),n € R% ¥ € R%*% are parameters to be estimated.
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Motivation

pa(x) = (1 = A)ho(x) + AMf(x|p, %),

» Hypothesis testing: The null hypothesis hy and the alternative
is pg. Applications in microarray data analysis.

» Contaminated model: hy is previously known data distribution,
and we want to estimate the contaminated part

» Domain adaptation: hy is a pre-trained large model estimated
from a domain, and f is a low-rank adaptation part to be
estimated for a new domain.
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Setup, Goals, and Challenges

» Observe ni.i.d. data from

Pa(x) = (1= N)ho(x) + A F(x|u*, £¥),
and we get the MLE G, = (An, fin, £.n) = argmax 327, log pa(x;)
» We want to obtain the optimal uniform rate

(Xnaﬁna in) = (A", ", ).
» Challenges:

1. When \* = 0, it is harder to estimate (u*, X*) (singularity);
:

2. In the setting hy = f(x|uo, o), it is harder to estimate A* when
(1, Z*) = (o, To) (identifiability)
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Uniform rate of convergence

Suppose there is a Machine Learning model (f)gco
» Data is generated from fy- (6*: true parameter);

» We obtain an estimator §n from ni.i.d. data.
167 — 0%[| <€)

Rate of convergence:

~

» How many data to obtain e—error of the estimator? (i.e.,

0, — 0*
Uniform rate of convergence:

does not depend on 6*.

< Cy- x rate(n)
On — 0%

< C x rate(n), where C
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Main result 1: Distinguishable setting
Theorem 1

Suppose hy is linearly independent with f(-|1., X) and its derivatives,
forall (11, X). Then,

sup By (A*n(ﬁn,in) o 2*)||) <

log(n)
vn '’
3 log(n)
supE Ao — M) < ,
up pe*<| n |>N NG
and this is also the minimax rate.
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Main result 2: Non-distinguishable and Strongly
identifiable setting

Theorem 2

Suppose hy(-) = f(-|uo, Xo), and the family of densities f with its
derivatives up to second-order are linearly independent. Then,
G

sup g, (X°1(6", ) = (i, EIin ) — (7, Z) ) 5 EX0
* * N * |0 n
supEpG*(u(u %) — (110, o) P An — A |) < log(n)
and this is also the minimax rate.

Yol
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Weak identifiable setting

When f(x|u, X) is the Gaussian distribution, we do not have the
strong identifiability since

Prx|p, L) 23f(X|u,Z)
oudu™
Theorem 3

ox

sup Eg. ((A*) {8 = ol + =% — o}

log(n)
Vvn
sup B, ({Ilu* ~poll 4 5 — Sol2) R — A7)

) < log(n)
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Figure: Case (i) \* = 0.5; Case (ii) \* = 0.5/n'/*
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Simulation study (1): Distinguishable setting
ho is a standard Cauchy distribution, and f(-|u, o) is the normal
distribution with mean 1. and variance o2.
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Simulation study (2): Weakly identifiable setting
Case 1: u* = pp and (0*)?> — o2 in the rate n—1/8
Case 2: 0* = og and p* — g in the rate n—1/8,
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Conclusions

model.

We study the minimax rate and MLE convergence rate of the deviated

» Obtain the uniform rate of convergence by carefully specifying
different linear independence settings between hy and f;

» Future direction: Uniform rate when deviating by a complex,
hierarchical model or hy itself is a hierarchical model.
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