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Problem and Contribution

Pretraining Task: Masked Sentence Modeling
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1. We introduce UniDoc, a powerful pretraining framework for document understanding. UniDoc is capable of learning contextual
textual and visual information and cross-modal correlations within a single framework, which leads to better performance.

2. We present Masked Sentence Modeling for language modeling, Visual Contrastive Learning for vision modeling, and
Vision-Language Alignment for pretraining.

3. Extensive experiments and analysis provide useful insights on the effectiveness of the pretraining tasks and show outstanding
performance on various downstream tasks.
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1. Documents are composed of 2. Documents are more than 3. Documents have spatial
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I Abstract

I Document intelligence automates the extraction of information from documents I
nd supports many busines: lications. Recent self-supervised learning methods I
J on targe-scale unlabeled document datasets have opened up promising directions
towards reducing annotation efforts by raining models with self-supervised ob- |
Jljcctives. However, most of the existing document pretraining methods are still
language-dominated. We present UniDoc, a new unified pretraining framework for |
I document understanding. UniDoc is designed to support most document under-
standing tasks, extending the T 1o take as input
[ [y input element is composed of words and visual features from a semantic re-
[ om of the input documentimage. An importnt feaure of UniDoc s that it eams 1
generic representation by making use of three self-;
I Extensive empirical mmlym demon\(m(e\ that the pre(mmm;, procedure |euns I
I better joint and lead 4
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inderstanding. Unlike plain-text documents in natural language processing (NLP) [1, 2, 3], a phy
Jocument can be composed of multiple elements: tables, figures, charts, etc. In addition, a doc ]

I;unlenl and layout, noisy data, font and style variations make automatic document understanding v:rl
ing. For example, to text-rich such as letters, a system needs to focul
Imost exclusively on text content, paying attention to a long sequential context. while processin
s such as forms requires the system to analyze spatially distributed shor
ords, paying particular attention to the spatial arrangement of the words. Following the succes$
f BERT [+] on NLP tasks, there has been growing interest in developing pretraining method|
Er document understanding [5, 6, 7, §]. Pretrained models have achieved state-of-the-art (SoT
ell'nnndnc.e acro: d verse ed(u,umenl understanding tz 9, 1(
- - —— e —

lmm.mg MsMMMM LB mmmmem‘mmmem
[wwe\cr we observe three major problems with the current pretraining setup: (1) documents an
omposed of semantic regions. Most of the recent document pretraining works follow BERT and sply
flocuments into words. However, unlike the sequenc quence learning in NLP, h‘vcl'
hierarchical structure (\Am‘ds form sentences, sentence [urm a semantic region, and semantic region)
form a document). Also, the importance of words and sentences are highly context-dependent, ¥ |
he same word or sentence may hdve dlfferenl importance in a different context. Moreover, (,um:r‘
d document ffer from input length constraints. Also, inj

roblem for text-rich documents or mul
- -— -

age documents._(2) documens arf]
— -
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bounding boxes. For (b) we plot the accuracies on 16 cl achieved by different models that are
g st sy sl ot aalo s hbﬁnh: l
MAP @ 10U [0.50:0.95] of the document det nl
J] models on PubLayNet dev set.

Effect of visual backbone. Additio - B Tuple
Method Text Title List Table Figure mAP

ally, we apply the trained visual ba
bone to document object detectio’
on PubLayNet. The performance ¢ ll &R oNN (ResNer-107) [15] (910826 88.3 954 937 900
the F-RCNN on the validation set Is g \.RONN (ResNet-101) [15] 91,6 84.0 886 96.0 949 90.7
depicted in Table 4. To better cor-B FRENN ResNet-50) [92284.489.5 965 945 914
pare, we establish two F-RCNN mod J] F-RCNN (UniDoc, ResNet-50)/93.9 88.593.7 97.3 964 93.9 1
hatlhackhoneginiti il ¥ § § § § § § § § §
ResNet-50 pretrained on ImageNet; (2) backbone initialized from UniDoc’s pretrained visual back-
bone. It can be seen that our pretrained backbone outperforms ImageNet-pretrained backbones.
By Iuemgng UmDm. we can lr.un danerem variants of the visual backbone and apply them to
without relying on incompatible pretrained backbones
.£.. natural image). Moreover, the visual backbone of UniDoc does not require
and thus any ConvNet architecture can be used in place of ResNet.
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any custom laye

5 Conclusion, Limitations, and Future Works

We develop UniDoc, a unified ini for d Our model
introduces a novel joint training framework that effectively exploits the \'lsudl and textual information
dunm pretraining and finetuning. We evaluate the UniDoc p ly on three
form understanding, receipt understanding, and d image classificati

empirical analysis that the pretraini can take of
inputs and effectively aggregating and .lllLl’llné visual and textual mfurrmuun of document images
with the proxy tasks. This vmrk h.x\ a hmddu impact on d By ing the

UniDoc on task-sp c data, e i stems can provide better results and

reduce the expensive data annotations . In terms of negative social impact, the document images
used for pretraining may contain sensitive information and therefore the models trained on such data
may inappropriately leak some private information. To address the privacy leakage, it is worthwhile
1o exnlare the combination of nrivacy-nreservine learning and \PI[.\uneru\ed learning

There are interesting short- and long-term research directions for UniDoc: (1) we freeze the sentence
encoder during and fi hases due to A better doc-,
ument representation can be learned by jointly training the sentence encoder, visual backbone and
cross-attention encoder in a completely end-to-end fashion. (2) Although impressive performance
has been achieved in doulmenl entity recognition tasks such as form and receipt understanding, the

accuracy on s such as forms is still inferior to that of rich-text
documents. Itis possible o devise a better method to model the spatial relationship among words
(3) An interesting direction is to extend UniDoc to i
Additionally, there exist many text-based labeled document datasets in the NLP domain, such as
document summarization. Can we transfer the knowledge learned from the text-based document
domain to the image-based document domain? Lastly, in addition to scanned documents, using digital
PDF as part of the pretraining data is a direction worth exploring since it provides rich metadata
which could be benefi for multimodal learning.
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cure 3: For (a) we show the samples from RVL-CDIP. The boxes in orange color are grouped
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Pretrainin ] TasK: Masked Sentence Modeling

Sf

7 y{ 777 7/

iFi7,
7717,

Vil
/175743

/;
7777

"
RN
)
O
X \\
02
'
N

T
7 4
41

Rz
AL

7.

7
57

/7
7

Unlabeled Document Images

Locations
+

Words

+
Rol Features

Feature Extraction

Rol Feat 2 0
——

[CLS] - fSentEnc = S0

Img Feat

>

»> VO

Sentence 1 —> f SentEnc *>{MASK|

=<
~

Rol Feat 1
~.>' Q R
Quantization \.l.

Sentence 2 —’f SentEnc | S2

V1 > Cross-Attention

—=
L0
’

Qunnuzamm y .

Sentence 3 —» f SentEnc

b'Q\‘-
’

Quanuzatmn \ 3.

[SEP] — fSentEnc >

Gated Cross-Attention

Img Feat

Feature Embedding

EMSM(@) = Z SmOOIhL1 (Sz

i

- fUniDoc(8i|S\i,‘7))

Pretraining Task: Masked Sentence Modeling

MSM



Pretrainin ] Task: Vision-Language Alignment
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Pretrainin ¢ TaskK: Visual contrastive Learning
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Finetunin g TasK: pocument Classification
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Samples from RVL-CDIP

Method Pretraining .
Source |#Data| Scale [Max #Words|Modality |[#Param.

BERTBASE [ ] — — Word 512 L 110M
BERTArGE [7] - — | Word 512 L 340M
LayoutLMg g [5] IIT-CDIP | 11M | Word 512 L 113M
LayoutLM, ,pqg [°] IT-CDIP |11IM | Word 512 L 343M
LayoutLMv2;,: [5] | IIT-CDIP |11M | Word 512 V+L | 200M
LayoutLMv2, ,ze [5]1] IT-CDIP | 11M | Word 512 V+L | 426M
SelfDoc [6] RVL-CDIP |320K |Region| 50x512 V+L -
SelfDoc+VGG-16 [6] | RVL-CDIP (320K |Region| 50x512 V+L -
TILT-Base [34] RVL-CDIP+|1.1M | Word 512 V+L | 230M
TILT-Large [34] RVL-CDIP+|1.1M | Word 512 V+L | 780M
UDoc IIT-CDIP | 1M |Region| 64x512 V+L | 272M
UDoc* IIT-CDIP | 1M |Region| 64x512 V+L | 272M

I Accuracy
89.81 |_
89.92 1
94.42 |
94.43 |
95.25 I
95.64 |
I
i
I
i
I

92.81
93.81
95.25
95.52
93.96 1

E



Finetunin g Task: pocument Entity Recognition
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Method Pretraining | {FUNSD CORI
Source |#Data| Scale |Max #Words|Modality|#Paramy F1 F1 1
BERTgasE [°] - — | Word 512 L 110M § 60.26 89.6§
BERTLARGE [S] - - Word 512 L 340M | 65.63 90.2
LayoutLMg g [5] IIT-CDIP | 11M | Word 512 L 113M | 78.66 94.7
LayoutLM; ,rqe [°] OT-CDIP | 11M | Word 512 L 343M | 78.95 94.93
LayoutLMv2;,¢: [5] | IT-CDIP | 11M | Word 512 V+L | 200M | 82.76 94.9
LayoutLMv2, ,zqe [5]] IIT-CDIP | 11M | Word 512 V4L | 426M | 84.20 96.01
SelfDoc [6] RVL-CDIP |320K|Region| 50x512 V+L - : 83.36 - :
SelfDoc+VGG-16 [6] | RVL-CDIP |320K |Region| 50x512 V+L - 1 - - :
TILT-Base [34] RVL-CDIP+|1.1M | Word 512 V4L | 230M | - 95.11
TILT-Large [34] RVL-CDIP+|1.1M | Word 512 V+L | 780M | - 96.33
UDoc IIT-CDIP | 1M |[Region| 64x512 V+L | 272M : 87.96 98.85
UDoc* I[IT-CDIP | 1M |Region| 64x512 V+L | 272M | 87.93 9894
]
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