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• Attention mechanism

Background

Attention weight for
Pair-wise relationship

𝑋input



•Vision Transformer:

• Split image into patches
• Feed patch sequence into Transformer

Background
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• Problems of ViT:
• Need lots of training data to avoid overfitting
• Only utilize a single class token for prediction

• Improvements
• Propose token labelling objective to improve the training of transformer-

based visual models
• takes advantage of both the patch tokens and the class tokens

Problems and Improvements
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Pre-training dataset

Comparison of different pre-training 
data

ViT-B16 (86M) ViT-L16 (307M)

Introduction
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Performance drop

• When train on “small” 
dataset like ImageNet 1k, 
ResNet50 outperforms 
large ViT models .

ResNet 50 (25M)



Standard training vs Token labeling

Improve training using
dense token-level supervision

Introduction
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Detail of token labeling objective

Method
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Loss function

Method
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Token labeling loss:

Total loss:
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Label generation
We use state-of-the-art model NFNet-F6 as machine annotator

Method
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NFNet-F6



Model scaling with token labeling

• Consistent improvement with respect to 
different model size.

Experiment
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Comparison with SOTA
On ImageNet

Experiment
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State-of-the-art Performance
with less params and computation



Experiment
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State-of-the-art Performance with less params and computation

Comparison with SOTA on ImageNet



Robustness to different models

Experiment
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Visualization

Experiment

1 December 2021 Token Labelling for Training Better Vision Transformers 15



Performance on downstream tasks (ADE20k Segmentation )

Experiment
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Performance on downstream tasks (ADE20k Segmentation )

Experiment
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• Propose a novel token labeling objective for training better 
vision transformer models efficiently.

• Token labeling method is robust with respect to different model 
architecture, different model size and  different machine 
annotator.

• Token labeling is also beneficial for downstream tasks like 
semantic segmentation.

Conclusion
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