
See More for Scene: Pairwise Consistency 

Learning for Scene Classification

Gongwei Chen, Xinhang Song, Bohan Wang, Shuqiang Jiang

Key Laboratory of Intelligent Information Processing

Institute of Computing Technology, CAS

Beijing, China



In
s

titu
te

 o
f C

o
m

p
u

tin
g

 T
e
c
h

n
o

lo
g

y
, C

h
in

e
s
e
 A

c
a
d

e
m

y
 o

f S
c
ie

n
c

e
s

Introduction
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Scene Classification

◼ Identify an image as a scene concept, such as bedroom, rainforest.

◼ Demand: “seeing” more comprehensive and informative regions

Object Images

Scene Characteristics

◼ More semantic concepts

◼ No clear boundary

◼ Flexible spatial configuration

Scene Images
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◼ Current scene classification methods

 Region Discovery: unspecific[1] or specific regions[2]

 Region Aggregation: statistical models[3] or relation modeling[4] methods

◼ Issues and challenges

 Incompatibility

 Inevitable computational consumption

 Digging into the CNN properties for meeting scene demands?
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◼ Comparisons of scene and object classification models
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Introduction

The mean image method[1]

[1] B. Zhou, A. Lapedriza, J. Xiao, A. Torralba, and A. Oliva, “Learning Deep Features for Scene Recognition using Places Database,” in NIPS, 2014, pp. 487–495.

[2] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Object detectors emerge in deep scene CNNs,” in ICLR, 2015.

[3] L. Herranz, S. Jiang, and X. Li, “Scene Recognition with CNNs: Objects, Scales and Dataset Bias,” in CVPR, 2016, pp. 571–579.

Empirical receptive field[2] Transfer results with Scales[3]



In
s

titu
te

 o
f C

o
m

p
u

tin
g

 T
e
c
h

n
o

lo
g

y
, C

h
in

e
s
e
 A

c
a
d

e
m

y
 o

f S
c
ie

n
c

e
s

Motivation

5

The focus area

Regions that consist of pixels with larger aggregated 

activation values than the mean value.

Average Pooling

Thresholding

By the mean value

Channel-wise

Conv Maps Aggregated Map Focus Area
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Motivation
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Object versus Scene Networks

The distribution of coverage ratio of the focus area

The classification results

Similar Results

Inferior Results

# large focus area

Simple Train → More

Complex Train → Less

Scene → More

Object → Less

Center line: median

triangle: mean The optimal training 

method considering 

scene characteristics
?
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7x7

CAM

Module

ThresholdingErasing

Input Image

Modified Image

CNN

Global

Pooling

FC

FC

Pairwise

Consistency

Category-level Instance-level

Target
Minimize
Divergence

Method

◼ The overview of pairwise consistency learning method

Discarded in inference
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Method

◼ The final loss function

Instance-level Pairwise 

Consistency, IPC:

𝑙𝑚𝑎𝑖𝑛 + 𝑙𝑠𝑖𝑑𝑒 + 𝛽𝑙𝑘𝑙

Category-level Pairwise 

Consistency, CPC:

𝑙𝑚𝑎𝑖𝑛 + 𝑙𝑠𝑖𝑑𝑒 + 𝛼𝑙𝑚𝑜𝑑

𝐿 = 𝑙𝑚𝑎𝑖𝑛 + 𝑙𝑠𝑖𝑑𝑒 + 𝛼𝑙𝑚𝑜𝑑 + 𝛽𝑙𝑘𝑙

= ෍

𝑘=1

𝐾

−𝑔𝑘 log 𝑝𝑘 +෍

𝑘=1

𝐾

−𝑔𝑘 log 𝑟𝑘

+ 𝛼෍

𝑘=1

𝐾

−𝑔𝑘 log 𝑞𝑘 + 𝛽෍

𝑘=1

𝐾

−𝑞𝑘 log
𝑞𝑘
𝑝𝑘
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Experiments

◼ Datasets

 Places365: 

◼ 365 scene categories with 1.8 million training images, and 36500 validation images.

 Places365-small:

◼ a subset of Places365, 365,000 training images.

 ImageNet:

◼ 1000 object categories with 1.3 million training images, and 50,000 validation images.

ImageNet ExamplesPlaces365 Examples
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Experiments

◼ Main Results

→ Better performance improvement

↑ 𝟐. 𝟐𝟎%

↑ 𝟐. 𝟎𝟕%

↑ 𝟏. 𝟑𝟗%

↑ 𝟏. 𝟒𝟒%

Larger receptive field 
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Experiments

◼ Comparison with object classification

◼ Comparison with other erasing methods

Superior Inferior

• More adaptive to 

Scene classification

• Superiority from 

Pairwise Consistency



In
s

titu
te

 o
f C

o
m

p
u

tin
g

 T
e
c
h

n
o

lo
g

y
, C

h
in

e
s
e
 A

c
a
d

e
m

y
 o

f S
c
ie

n
c

e
s

12

Experiments

◼ The analyses of the focus area

 Our method: Large focus area on more images

Center line: median       triangle: mean
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Experiments

◼ Comparisons of different loss items 

• Combing CPC and IPC yields a slightly 

better and robust model

Classification Results on Places365-small

• IPC: Superior ability of expanding the 

focus area.
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Conclusions

◼ We investigated the CNN classification models in terms of the focus 

area and show the difference between scene and object networks.

◼ We proposed a new learning framework with a tailored loss to force 

CNN to expand the focus area for improving scene classification.

◼ Experiments on Places365 and ImageNet verify the effectiveness of 

our approach, and also indicate that it is specifically designed for 

scenes by capturing their unique attributes.
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Thank you！


