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Background: Backdoor Attacks

 Backdoor injection and Backdoor activation

 Characteristics of backdoored model:

 Little effect on clean accuracy.

 Stealthy trigger, hard to detect.

 Model predicts the target class wherever the trigger pattern appears.

Image credit to: https://sites.cs.ucsb.edu/~bolunwang/assets/docs/backdoor-sp19.pdf



Question: How can we train a benign model on the poisoned data?

Threat Model
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 Backdoor adversary has injected a set of backdoor examples into the training dataset



Proposed Method: Anti-Backdoor Learning(ABL)
 An exploratory experiment with 9 backdoor attacks on CIFAR-10

Training loss on Clean examples (blue) VS. Backdoored examples (yellow)

 Weaknesses of backdoor attacks:

 1. The backdoor task is much 

easier than the clean task.

(Weakness 1)

 2. A backdoor attack enforces an

explicit correlation between the 

trigger and the target class to 

simplify and accelerate the 

injection of the backdoor trigger. 

(Weakness 2)



Proposed Method: Anti-Backdoor Learning
 Problem Formulation

 Stage 1: Backdoor Isolation; (0 ≤ 𝑡 < 𝑇𝑡𝑒), t: current epoch; 𝑇𝑡𝑒: turning epoch

 Stage 2: Backdoor Unlearning. (𝑇𝑡𝑒 ≤ 𝑡 < 𝑇) T: total epoch

 Overview of ABL

LGA: local gradient ascent; GGA: global gradient ascent



Proposed Method: Anti-Backdoor Learning(ABL)
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 Backdoor adversary has injected a set of backdoor examples into the training dataset

Now we can train a benign model on the poisoned data using ABL!



Experimental Results
 Performance of our ABL:

Conclusions:

 The most effective defense

against all 10 backdoor 

attacks;

 Minimum impact on clean

accuracy.



Experimental Results
 Performance of our ABL with different isolation rates on CIFAR-10 dataset:

 1% isolation achieves a good trade-off between ASR and CA!



Experimental Results
 Performance of our ABL with different γ on CIFAR-10 against BadNets:

 The larger γ, the better separation effect !



Experimental Results

 Stress testing of our ABL on CIFAR-10:

 Performance of our ABL under different turning epochs on CIFAR-10:

 ABL with only 1% isolation remains effective against up to 1) 70% BadNets; and 2) 
50% Trojan, Blend, and Dynamic.

 Epoch 20 achieves the best overall results.



Experimental Results
 Performance of various unlearning methods against BadNets attack on CIFAR-10:

 Our ABL achieves the best unlearning performance of ASR 3.04% and CA 
86.11%, followed by (discard isolated data then) Re-training from scratch!



Summary: Anti-Backdoor Learning(ABL)

 Backdoor Erasing

 We studied the problem of training backdoored-free model on poisoned

data and propose the concept of Anti-Backdoor Learning (ABL).

 Significance of ABL

 Simple, effective, and universal, can defend against 10 state-of-the-art 

backdoor attacks.

 Only a small amount of isolation is required (1%).

 Only a few epochs of unlearning (10-20 epochs) are required.

 Code is available at: https://github.com/bboylyg/ABL



Thank you!

Stay safe and healthy!


