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This would most likely kill off all the bacteria, but …
by then the patient would already be dead.
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• The real-world knowledge is much more complex than the annotated rules.

He point out that, this is because the expert rules lacked common sense and knowledge.
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How to make the rules more expressive?
• Mine rules from large-scale knowledge 

bases.
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• Rules are limited to the existing entities 

and relations of the KB.
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Discover commonalities of a group of entities from the data

Previous rule mining methods for KBs/LMs
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Discover commonalities of a group of entities from the 
data

For language models (e.g. COMET)

• The patterns of learned rules are constrained 
by the annotated rules.

• The limits the expressiveness of the generated 
rules.

If personX goes to the mall,
Then personX intent to buy clothes.

Training corpus: annotated rules

Training

Learning rules from rules.

Previous rule mining methods for KBs/LMs



• Discover commonalities as traditional KB-based methods. 

• Let the language model “speak” the commonalities without 
annotations.

Open Rule Induction: Overview



• Given a premise atom 𝑥, 𝑟!, 𝑦 and 𝑘, find top-𝑘 of 𝑟", w.r.t. 𝑃(𝑟"|𝑟!)

𝑃 𝑟" 𝑟! =+
#$%

𝑃 𝑟" 𝑖𝑛𝑠, 𝑟! 𝑃(𝑖𝑛𝑠|𝑟!)

• One key observation is that given 𝑖𝑛𝑠, 𝑟! and 𝑟" are independent. 
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Open Rule Induction: Problem Formulation
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How to Compute 𝑃(𝑖𝑛𝑠|𝑟/) and 𝑃(𝑟0|𝑖𝑛𝑠) using LMs?
• With the language model, both probabilities can be computed through the 

masked language modeling task 𝑃 𝑤!"#$%& 𝑤', … , 𝑤().

• We use different language model for 𝑃(𝑖𝑛𝑠|𝑟)) and 𝑃(𝑟*|𝑖𝑛𝑠) .

• Following this strategy, we use Spacy to annotate entities and continue training 
language models on Wikipedia and BookCorpus.

Language Model

<mask> is the founder of <mask>.

Language Model

Steve Jobs <mask> Apple.

Steve Jobs is the founder of Apple.Steve Jobs is the founder of Apple.

𝑃 𝑖𝑛𝑠 = 𝑥, 𝑦 𝑟! 𝑃(𝑟"|𝑖𝑛𝑠 = 𝑥, 𝑦 )

𝑥 𝑦 𝑟!



Experiments: OpenRule155
• Manual constructed dataset: OpenRule155

• We collect 121 relations from all relations from 6 relationship extraction 
datasets: Google-RE, TREx, NYT10, WIKI80, FewRel, SemEval, and 
34 relations from Yago2.



More Examples of Generated Rules



Application: Relation Extraction
• We evaluate inducted rules on 

relation extraction tasks.

• We use ExpBERT to add our 
explanation.



• By adding these rules to BERT, the effect can be significantly 

improved.

• Our rule induction method is unsupervised.

Application: Relation Extraction



• By adding these rules to BERT, the effect can be significantly 

improved.

• These automatically inducted rules even slightly outperformed 

the manually annotated rules.

Application: Relation Extraction



• Some rules that defy human commonsense are incorrectly 
inducted.

• This is actually due to the bias of the language model.

Inducted rule: [X] is the politician of [Y]. [X] was the founder and president of [Y].

Identified error: LMs assume that politician is always founder and president.

Reason: The training corpus description of politician has a disproportionate number of 
founder and president entities that general members.

Application: Error Identification in LMs



Thank you!


