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Setting 1: ReLU GNNs Setting 2: Deep Linear GNNs

_ _ _ Let G = (V,E) be a graph with degree at most d and n vertices. Let G = (V,E) be a graph with degree at most d and n vertices.
We provide a convergence analysis of gradient Let x, € R” be input to node i. Then, Let x, € R” be input to node i. Then.
descent on graph neural networks. y(W*) = ¥, 0(W* %;) where, W W) = 3, x where,
X; = Xjen(y ¥ and x; ~ N(0,1). xp =Wl x;  + W, Yienyxi” and x; € N(O, D).
Optimized via GD on loss L(W) = E[||ly(W) — y(W™)||*]. Optimized via GD on loss L(W,, W,) = E[||y(W,, W,,) —

GNNs are an elegant framework for designing learning algorithms Main ReSU|t fOr' Deep Linear GN NS
for graphs.

GNNs are optimized by gradient descent :
However no understanding of the dynamics of GD. Maln ReSUIt fOr ReLU GN NS Theorem. From identity initialization, after T steps of GD,

In contrast, lots of work on fully connected networks.

Theorem. From random initialization (N (0, c“I)) with an appropriate (Loss Bound) L(Wqy,W,71) < €
variance, after T steps of GD, with high probability,

Provided = 0 (2Ld?*n?r? log(™)).
Model and Preliminaries (Loss Bound)  L(Wy) < € (Provided)  1=a(2'a*n"" log()

(Provided) d=o(ym)and T=0("%%).
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Goal: understand the convergence of GD on GNNSs.

Computation in a GNN proceeds in a message passing manner.

vl': Computation in a GNN proceeds in a message passing manner.
However no understanding of the dynamics of GD. Pr()()f TeCh N |q e

Basic operations in a GNN:

h _ h. - . . . . .
a; = AGGREGATE(v;:j € N(i))- Proof TeChnlque Analyze the evolution of the singular values of W,, W,.
'*1 = COMBINE (v}, al').

V;

To obtain graph embedding at layer H: EXperlmentS

i - Show that either W, is already close to W* or the PL-condition
g — READOUT(Ul :vl’ e V) hOIdS 100 { |

IVL(WP)I|* = uL (W) where,

‘ w= Q(d’reznz) i m \
|
\ / Challenge: The PL condition may not hold initially. Need to T |
separately argue about Phase | after which the iterates enter the - I I T T
V PL-region. | |

‘ » Left: convergence for various depths for deep linear GNNs.
* Right: convergence for various degrees for ReLU GNNSs.
* Polylogarithmic dependence on e unlikely for ReLU GNNSs.

— e
nn
W R

Future Directions

Remove the dependence on small d for ReLU GNNs

Contributions

We consider two settings

Seems to be an artifact of the analysis

RelLU GNNs with one round of message passing. Extend the result for deep linear GNNs to allow different weights

Linear GNNs with multiple rounds of message passing. per layer.

Extend the analysis to non-linear GNNs with multiple rounds and to
other variants of GNNs.



