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Differentially Private Federated Bayesian Optimization

* Bayesian optimization (BO) has been extended to the federated setting,
vielding the federated Thompson sampling (FTS) algorithm (Dai et. al., 2020)

* FTS facilitates collaborative black-box optimization without sharing raw data:
* Multiple mobile phone users can collaborate to optimize the
hyperparameters of their deep neural networks for a smart keyboard
* Multiple hospitals can collaborate to select patients for performing a

medical test
optimize black-box optimize black-box optimize black-box

function f1 function f* function fN



Differentially Private Federated Bayesian Optimization

* Rigorous privacy preservation has been an important consideration for both
federated learning (FL) and BO.

 However, the FTS algorithm (Dai et. al., 2020) is not equipped with a rigorous
preservation of the privacy of the users/agents.



Differentially Private Federated Bayesian Optimization

Differential Privacy

 Differential Privacy (DP) has been widely used in privacy-preserving ML
 DP-SGD: adding DP to the training of DNN
* DP-FedAvg: adding DP to FL to preserve the user-level privacy

An adversary cannot infer whether a user
has participated in the algorithm
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Differential Privacy

 Differential Privacy (DP) has been widely used in privacy-preserving ML
 DP-SGD: adding DP to the training of DNN
* DP-FedAvg: adding DP to FL to preserve the user-level privacy

An adversary cannot infer whether a user
has participated in the algorithm

* An algorithm satisfying user-level (€, §)-DP ensures that adding/removing any
single user has an imperceptible impact on its output.

 Smaller € and 6 indicate a better privacy guarantee



Differentially Private Federated Bayesian Optimization

Differential Privacy

* Both DP-SGD and DP-FedAvg follow a general framework for adding DP to
generic iterative algorithms
* Apply a subsampled Gaussian mechanism in every iteration

General DP
conera U |+ TS | —) |DP-FTS |

preserves user-level privacy




Differentially Private Federated Bayesian Optimization

Further Improve Utility via Distributed Exploration




Differentially Private Federated Bayesian Optimization

Further Improve Utility via Distributed Exploration

 The general DP framework is able to handle different parameter vectors
* E.g., parameters from different layers of a DNN
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Further Improve Utility via Distributed Exploration

 The general DP framework is able to handle different parameter vectors
* E.g., parameters from different layers of a DNN

+ local modelling for BO :
smaller local sub-regions

improves modelling of GP surrogate

Distributed Exploration (DE)
(at initialization)

better performances

x
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Further Improve Utility via Distributed Exploration

 The general DP framework is able to handle different parameter vectors
* E.g., parameters from different layers of a DNN

IDP-FTS | +

Agent 1

+ local modelling for BO

Distributed Exploration (DE) —
(at initialization)

DP-FTS-DE

Agent 2 Agent 3 Agent 4
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DP-FTS (without DE)

Central Server I;Ii

W
subsampled (3) L1t
Gaussian mechanism
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DP-FTS (without DE)

subsampled Wi
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Gaussian mechamsm W N 4
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Wi choose |1« 1+ I|sample
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DP-FTS (without DE)

subsampled Wit
W subsampled ,
te— _ : . -
Gaussian mechanism W N 4
Wi
W
Shared by all agents
Wy —» choose [ < ¢+ 1|sample
| > wnt ||* RFFapproximation: k(x,x’)~ ¢(x)' ¢(x')

D * GP approximated by Bayesian linear model: f(x) ~|¢(x)' w
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DP-FTS (without DE)

. [, _ l 1 Wi.¢
W subsamplied -
[ —— . . - .
Gaussian mechanism WN
N .1
Wi
Wy ¢

Shared by all agents

choose |1« ¢+ 1 |sample \
X wnt [|* RFFapproximation: k(x,x’)~ gb(x)Tgb(x’)
) * GP approximated by Bayesian linear model: f(x) ~ gb(x)Tw
* Given observations (x7,47), ..., (x{,y;'), sample Wy, ¢+ from
posterior of w (sampled function: f,, ;(x) =|p(x)|" w,, ;)
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DP-FTS (without DE)

subsampled
Gaussian mechanism W N

choose |t < t+1|sample
Xf”—l—'l Wnt
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DP-FTS (without DE)

1. Subsample: select every agent w.p. q Central Server |;|E
2. Clip: [lwinl|l2 <8

. . Wit
3. Weighted average, add Gaussian Wi < subsampled _@ « S
noise with std. prop. to S and z Gaussian mechanism WN ¢
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DP-FTS (without DE)

subsampled Wit
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DP-FTS (without DE)

subsampled Wit
Wie—| =~ . -—
Gaussian mechanism W N
e With probability p;: i
* Choose x}',; = argmaxxey f/4q(X)
* With probability 1 — p;:
* Choose x}, | = argmaxxex (X)) wy ; W,
Agent
w choose |t < ¢+ || sample
t=—> n —
XI‘,+1 Wnt
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DP-FTS (without DE)

subsampled Wit
W subsampled )
te— _ : . -
Gaussian mechanism W N
e With probability p;: '
* Choose x}',; = argmaxxey f/4q(X)
* With probability 1 — p;:
* Choose x3'; = arg maxyxex|P(x) Wy ) Wnt
Agent
w choose |t < ¢+ || sample
t=—> n ——
Xt‘,+1 Wnt
® Shared by all agents
* Given observations (x7,y1), ..., (X', yt), sample Wy ¢ from

posterior of w (sampled function: f,, ¢(x) =|p(x)|" w, 1)
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DP-FTS (without DE)

subsampled Wit
Wie—|  SUDSAIPEC —
Gaussian mechanism WN 1
e With probability p;: '
* Choose x}',; = argmaxxey f/4q(X)
* With probability 1 — p;:
* Choose x}, | = argmaxxex (X)) wy ; W,
. . . Agent
Pt monotonically increasing 8¢
L 2 ) 3 _
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Shared by all agents
Given observations (x7,%1),..., (x},yf"), sample Wy ¢ from
posterior of w (sampled function: f,, ¢(x) =|p(x)|" w, 1)
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DP-FTS (without DE)

subsampled L
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@ Algorithm repeats
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Distributed Exploration (DE)

DP-FTS DP-FTS-DE (P=2)
Initialization y y : : X
‘X X= ‘X " , ‘Xlxi%: ‘X15X922=

Agent 1 Agent 2 Agent 1 Agent 2
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Distributed Exploration (DE)
DP-FTS DP-FTS-DE (P=2)
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Distributed Exploration (DE)

Initialization y
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Theoretical Analysis

Proposition 1 (Privacy Guarantee). There exist constants ¢y and co such that for fixed q and T’ and
any € < c1q°T, 8§ > 0, DP-FTS-DE (Algo.|1) is (€,8)-DP if z > caq+/T log(1/6) /e.

Theorem 1 (Utility Guarantee). Define C; = {n € [N]|||wn.||2 > S/VP}. Wp. > 1 -4,
RL = O( (B+1/p) vovVT+ X v+ BY L, ﬁt)

where 1; = (’j((l — ) Pmaxq (A + 2SVM)), A, £ Zle AVPAW— O(eBt?* + B +
VM +dp + 7), and 0 2 (1 —p) i Y e, o5

* Privacy-utility trade-off
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Theoretical Analysis

Proposition 1 (Privacy Guarantee). There exist constants ¢y and co such that for fixed q and T’ and
any € < c1q°T, 8§ > 0, DP-FTS-DE (Algo.|l) is (€,6)-DP if®> caq\/T log(1/6)/e.

Theorem 1 (Utility Guarantee). Define C; = {n € [N]|||wn.||2 > S/VP}. Wp. > 1 -4,
RL = O( (B+1/p) vovVT+ X v+ BY L, ﬁt)

where 1; = (’j((l — ) Ppmaxq LAy +@SVM)), A, £ Zle AVPAW— @(EBtE + B +
VM +dp + 7), and 0 2 (1 —p) i Y e, o5
* Privacy-utility trade-off

e Larger z (larger noise variance) -> better privacy (Prop. 1) & worse utility (Theorem 1)
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Theoretical Analysis

Proposition 1 (Privacy Guarantee). There exist constants ¢y and co such that for fixed q and T’ and
any € < ¢1¢*T,§ > 0, DP-FTS-DE (Algo. |1} is (¢,8)-DP if z > c4q3/T log(1/9) /e.

Theorem 1 (Utility Guarantee). Define C; = {n € [N]|||wn.||2 > S/VP}. Wp. > 1 -4,
R} = @( (B+1/p1) VT + EL% + B Z;r:l ﬁt)
where 1; = (’j((l — pt)PapmAt + z8VM)), Ay £ Zle AVPAW— O(eBt?* + B +

VM +dy + 7), and 0 2 (1 —p) Yr S e, o5

* Privacy-utility trade-off
e Larger z (larger noise variance) -> better privacy (Prop. 1) & worse utility (Theorem 1)
* Larger g (more selected agents in an iteration) -> worse privacy (Prop. 1) & better utility (Theorem 1)
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Theoretical Analysis

Proposition 1 (Privacy Guarantee). There exist constants ¢y and co such that for fixed q and T’ and
any € < c1q°T, 8§ > 0, DP-FTS-DE (Algo.|1) is (€,8)-DP if z > caq+/T log(1/6) /e.

Theorem 1 (Utility Guarantee). Define C; = {n € [N]|||wn.||2 >EYVP}. Wp. >1 -3,
R} = @( (B+1/p1) VT + ZL% + B Z;r:l ﬁt)

where 1; = (’j((l — pt)Pgamdxq (A; + 2@/_ ), At = 1A Apy £ @(EBtE + B +
VM +d, + /), and 9; = (1 — py) Zz L EC gan :

*  Two conflicting impacts of § (clipping threshold)
e Asmaller S reduces the value of ¥: -> better regret (due to smaller noise variance)
* Asmaller S increases the cardinality of the set C; -> worse regret (due to clipping more vectors)

l practical guideline

Choose a small S, while ensuring a small number of vectors are clipped
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Synthetic Experiments

0.4 0.4
—¥— TS —¥— TS
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Iterations Iterations
* |Impact of P (number of sub-regions in DE) on FTS  |Impact of S (the clipping threshold)
 Larger P improves the performance .

Overly small S -> more vectors clipped
* Overly large S -> more noises added
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Synthetic Experiments

0.4 0.4
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e 03 —m— FTS-DE = 0.3] —m— FTS-DE
g ' —e— DP-FTS-DE (g =0.15) %’, —e— DP-FTS-DE (z=1.0)
Q —<— DP-FTS-DE (g =0.25) 9 —— DP-FTS-DE (z=1.2)
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Iterations

Iterations
Privacy losses (top to bottom):

9.91, 7.39,5.22

Privacy losses (top to bottom):
5.93,9.91, 20.12

* Impact of g (prob. of selecting an agent) * Impact of z (prop. to noise variance)
* Larger g improves utility & deteriorates privacy * Larger z deteriorates utility & improves privacy



Differentially Private Federated Bayesian Optimization

Real-world Experiments

* Privacy-utility trade-off:
 More to the left: better privacy
* More to the bottom: better utility

______________________________ 4 DP-FTS-DE (vary z) oo EEEEEmmmm—
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25 50 7.5 10.0 125 15.0 25 50 7.5 100 12.5 15.0 25 50 7.5 10.0 12.5 15.0
Privacy loss Privacy loss Privacy loss
Landmine detection (N=29), Activity recognition EMNIST (N=50),
hyper tuning for SVM using mobile phone (N=30), hyper tuning for CNN

hyper tuning for logistic regression
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Real-world Experiments

* Privacy-utility trade-off:
* Convergence

0.250 \ 0.150 0.30
\ = T5 ¥ TS
0.245. \ & FTS-DE 0.125 & FTS-DE FTS-DE
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5 Netos 80.075 s
0.230 C; g™
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50 100 150 200 0:920 50 100 150 200 50 100 150 200
Iterations Iterations Iterations
Landmine detection Activity recognition EMNIST

using mobile phone
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