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• What is channel pruning in CNN?

BACKGROUND 



What is the channel pruning in CNN? 

• Remove unimportant channels(filters) in convolutional layers

• Make model smaller and run faster
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• Why do we propose CHIP?

MOTIVATION 



Which filter is unimportant? 

• From the perspective of Linear Independence

 Because         can be linearly represented  by        and       .


Filters Feature Maps

Given

then, the channel from one of                      can be removed.

If                        are linearly dependent, 



APPROACH 

• From linear independence, how does CHIP work?



Define: Matricized Feature Maps
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Measure Linear Independence of each channel

Matricized Feature Maps

Remove each row

Compute the Rank



Measure Linear Independence of each channel
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Q:Which channel is least unimportant among                      ?
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Use Nuclear Norm instead of Rank
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Pruning Criterion: CI(Channel Independence) 

Calculate the 
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Remove the channel with the least CI

Q:Which channel is least unimportant among                      ?
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Remove the channel with the least CI
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RESULTS 




