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Motivation

● High-level: want robust, general-purpose NLU systems
● SuperGLUE goals

○ Standardize evaluation
○ Provide single-number metric that reflects NLU ability

● Make it easy for non-domain experts to work on these problems



First Attempt: GLUE

● Benchmark of 9 sentence- and 
sentence-pair classification tasks
○ Different tasks (sentiment analysis, 

paraphrase detection, etc.), genre, 
amount of data

○ Evaluate system on all nine tasks; overall 
score is average across tasks

● Released May 2018





SuperGLUE

● New benchmark of 8 NLU tasks
● Also:

○ Additional diagnostics
○ Rules updates
○ Starter code

● Tasks were selected from an open 
call to the NLP community
○ Screen each proposed task to be easy 

for humans, hard for machines
○ Emphasized tasks with little training data
○ More diverse set of task formats, e.g. 

QA, coreference

● Released May 2019





Takeaways

● Real, robust recent progress in NLP
● NLU is not solved!

○ Models are susceptible to adversarial 
inputs (e.g., Jia et al. 2017)

○ Models rely on shortcut heuristics (e.g., 
McCoy et al., 2019)

● SuperGLUE is a good testbed for:
○ Sample-efficient learning
○ Multi-task learning
○ Learning w/ limited data
○ Model distillation and compression

● SustaiNLP workshop @ EMNLP



super.gluebenchmark.com


