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where � is a scalar sampled uniformly from interval (0, 1]. Intuitively, each class on average
contributes either all its remaining examples (after placing q of them in the query set) if there are less
than 100 or 100 otherwise, to avoid having too large support sets. The multiplication with � enables
the potential generation of smaller support sets even when multiple images are available, since we are
also interested in examining the very-low-shot end of the spectrum. The ‘ceiling’ operation ensures
that each selected class will have at least one image in the support set. Finally, we cap the total
support set size to 500.

c) Computing the shot of each class. We are now ready to compute the ‘shot’ of each class.
Specifically, the proportion of the support set that will be devoted to class c is computed as:

Rc =
exp(↵c)|Im(c)|X

c02C
exp(↵0

c)|Im(c0)|

where ↵c is sampled uniformly from the interval [log(0.5), log(2)). Intuitively, the un-normalized
proportion of the support set that will be occupied by class c is a noisy version of the total number of
images of that class in the dataset Im(c). This design choice is made in the hopes of obtaining realistic
class ratios, under the hypothesis that the dataset class statistics are a reasonable approximation of the
real-world statistics of appearances of the corresponding classes. The shot of a class c is then set to:

kc = min {bRc ⇤ (|S|� |C|)c+ 1, |Im(c)|� q}

which ensures that at least one example is selected for each class, with additional examples selected
proportionally to Rc, if enough are available.

.3 DATASETS

META-DATASET is formed of data originating from 10 different image datasets. A complete list of
the datasets we use is the following.

(a) ImageNet (b) Omniglot (c) Aircraft (d) Birds (e) DTD

(f) Quick Draw (g) Fungi (h) VGG Flower (i) Traffic Signs (j) MSCOCO

Figure 2: Training examples taken from the various datasets forming META-DATASET.

ILSVRC-2012 (ImageNet, Russakovsky et al., 2015) A dataset of natural images from 1000
categories (Figure 2a). We removed some images that were duplicates of images in another dataset in
META-DATASET (43 images that were also part of Birds) or other standard datasets of interest (92
from Caltech-101 and 286 from Caltech-256). The complete list of duplicates is part of the source
code release.

Omniglot (Lake et al., 2015) A dataset of images of 1623 handwritten characters from 50 different
alphabets, with 20 examples per class (Figure 2b). While recently Vinyals et al. (2016) proposed a
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How did we do it?

Feature Extractor

Linear Classifier

Input

Softmax
Output

CAT

Task training set 𝐷"

Adaptation Hypernetworks
Adaptation
Parameters

• Small number of carefully selected 
adaptation parameters for efficiency and 
flexibility. 

• FiLM parameters adapt pre-trained 
feature extractor.

• Adaptation hypernetworks for robustness 
on small datasets.

2. Perez, Ethan, et al. ”Film: Visual reasoning with a general conditioning layer.” AAAI, 2018. 

2



And there’s more…

• Principled probabilistic approach based on Conditional Neural Processes

• Continual Learning and Active Learning out of the box

• Careful empirical comparison to gradient based adaptation

3

3. Garnelo, Marta, et al. ”Conditional neural processes.” arXiv preprint arXiv:1807.01613, 2018. 



Come to our poster!

Poster: Today 05:00 -- 07:00 PM @ East Exhibition Hall B + C #27

Paper: https://arxiv.org/abs/1906.07697

Code: https://github.com/cambridge-mlg/cnaps


