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[1] Yin and Shen, On the Dimensionality of Word Embeddings. NeurIPS 2018.

EOS Neg. PIP Loss [1]

Higher qualityHigher quality

10



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

EOS attains up to 2x lower selection error rates than 2nd best.

EOS as a Selection Criterion

11



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

EOS attains up to 2x lower selection error rates than 2nd best.

EOS as a Selection Criterion

[1] Avron et al., ICML 2017. [2] Yin and Shen. NeurIPS 2018. [3] Zhang et al., AISTATS 2019.

S
e
le

c
ti

o
n

 E
rr

o
r 

R
a
te

 (
%

)

NLP Tasks

11



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

EOS attains up to 2x lower selection error rates than 2nd best.

EOS as a Selection Criterion

[1] Avron et al., ICML 2017. [2] Yin and Shen. NeurIPS 2018. [3] Zhang et al., AISTATS 2019.

S
e
le

c
ti

o
n

 E
rr

o
r 

R
a
te

 (
%

)

NLP Tasks

11



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

Our Contributions: Summary

12



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

Defined a new measure of compression quality.

Our Contributions: Summary

1

12



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

Defined a new measure of compression quality.

Proved generalization bounds using this measure.

Our Contributions: Summary

1

2

12



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

Defined a new measure of compression quality.

Proved generalization bounds using this measure.

Showed strong empirical correlation w. downstream perf.

Our Contributions: Summary

1

2

3

12



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

Defined a new measure of compression quality.

Proved generalization bounds using this measure.

Showed strong empirical correlation w. downstream perf.

Used measure to select compressed embeddings.

Our Contributions: Summary

1

2

3

4

12



On the Downstream Performance of Compressed Word Embeddings.  NeurIPS Spotlight 12/12/19.

THANK YOU!

Poster #185, 5-7 pm today!

Paper: https://arxiv.org/pdf/1909.01264.pdf

Code: https://github.com/HazyResearch/smallfry

E-mail: avnermay@cs.stanford.edu
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