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Our Contributions: Outline

@ Define a new measure of compression quality.
@ Prove generalization bounds using this measure.
@ Show strong empirical correlation w. downstream performance.

@ Use measure to select compressed embeddings.

Up to 2x lower selection error rates
than the next best measure.
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Defining the Measure: Intuition from Linear Regression

Observation:
Predictions are determined by data matrix’s left singular vectors.
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